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INTRODUCTION

The course, PHS 421, takes you into the basic ctarstics of research.
Here, we shall take an in-depth consideration efrtieaning of research,
objectives of research, and various types of rebeauch as Descriptive,
Analytical, Applied, Fundamental, Quantitative, Quaive, Conceptual,

Empirical, Cross-sectional, and Longitudinal Reskas. We shall focus on
knowledge and skills in planning and conducting IRublealth research
including behavioural, epidemiological and healistems studies. You
will also be exposed to the nature and uses ofaresan health, research
processes and designs, methods of data collectlatg analysis and
presentation, research proposal and report writing.

WHAT YOU WILL LEARN IN THIS COURSE

We shall learn the following briefly in the procesfisour working through
Research methods in public health; we shall lophviganing of Research,
Objectives of research, Types of Research, Reseagproaches,
Significance of research, Research Methods, Resdaracess. Defining
research problem, viz; - what is a research probl8giecting the problem;
Necessity of defining the problem; Technique inedlvin defining a
problem;

Research Design, meaning of research Design; N@eck$earch Design;
Features of a good Design; Important Concepts Rglato research
Design, viz; - Dependent and independent varialid&aneous variables,
Controls, Confounded Relationships, Research Hygsmh Experimental
and Non —experimental Hypothesis-Testing Resedesiperimental and
Control Groups, Treatments, Experiment, Experinlentsts, Different
Research Design; Basic Principles of Experimen&digns.

Data Collection; Experiments and Surveys, Collectaf primary data,
Collection of secondary data Selection of appraerisiethod for Data
Collection.

Data Preparation; Data preparation process vizjesfonnaire Checking,
Editing, Coding, Classification, Tabulation, GragdliRepresentation, Data
cleaning, Data Adjusting, Missing Values and Oudlievarious Types of
Analysis as related to Public Health, such as, idleltRegression Analysis,
Multiple discriminate Analysis, Multiple Analysisf &/ariance(ANOVA),
Canonical Analysis and Inferential Analysis.
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Report Writing; Significance of report Writing, Befrent Steps in Writing
Report, Layout of the Research Report, Types of oRep Oral
Presentation, Mechanics of Writing a Research Reptnecautions for
Writing Research Reports.

After this, we shall practically illustrate all tlaspects stated above in the
forms of bio- and vital statistics related to paldnd environmental health.

COURSE AIM

The aim of this course is to provide a good undexing of Public Health
research methods such as to gain familiarity wifh@nomenon or insights
into it, as is done in public health exploratoryfamulative research.

Other aims include:

e to portray accurately the characteristics of aipaldr individual,
situation or a group playing significant role/s anpublic health
descriptive research instance

e to determine the frequency with which somethinguoscor with
which it is associated with something else in pubgalth

e to test a hypothesis of a causal relationship betweariables of
interest in a particular public health situation.

COURSE OBJECTIVES
By the end of this course, you will be able to:

explain the meaning of research

discuss the objectives of research

list types of research

discuss research approaches

explain the significance of research

explain research Methods

define research problem, viz; -what is a researcbblpm?
Selecting the problem; necessity of defining thabpem; technique
involved in defining a problem

. explain research design in detalil

. discuss the different research design

. enumerate the steps involve in data collection

. explain data preparation

. discuss the different steps involved in writinga@<h report.
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WORKING THROUGH THIS COURSE

This course has been carefully put together beanimgind that you might
be new to the course. However, efforts have beedenta ensure that
adequate explanation and illustrations were madeeribance better
understanding of the course. You are thereforesadvio spend quality
time to study this course and ensure that you aitetorial sessions where
you can ask questions and compare your knowleddle that of your

course mates.

COURSE MATERIALS
The major components of the course are:

e Course Guide

e Study Units

e Textbooks

e Assignment File

e Presentation Schedule

STUDY UNITS

This course comprises five modules, broken down ffunits. Theyare
listed as follows:

Module 1

Unit 1 Meaning of Research

Unit 2 Other Research Features and Characteristics
Unit 3 Sampling

Module 2

Unit 1 Data Collection

Unit 2 Population Census

Unit 3 Life Table

Module 3

Unit 1 Data Preparation

Unit 2 Public Health Statistics

Vi
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Module 4

Unitl Further Features of Morbidity and Mortalitydices
Unit 2 Summary of Biostatistics

Module 5

Unit 1 Writing Report

Unit 2 Proposal Writing

In module one, unit one shall introduce us to treaMng of research, unit
two to other features of research and its charattes.

In Module two, we shall consider Data Collectionumit one; in unit two,
we shall briefly look at the population census gsidal cross sectional
research.

In module three, unit one introduces you to Datasentation, unit two
takes us to public health statistics.

In module four, unit one, we shall consider furtieatures of morbidity
and mortality indices; in unit two we shall look general biostatistics in
public health.

In Module five, unit one takes you through writimgport; unit two
introduces you to proposal writing.

TEXTBOOKSAND REFERENCES

Bushit, D.B. &Visweswara, Rao. (2009). Basic Prnotes of Medical
Research, Text Bk. of Biostatistics, A manual aftiStical Methods for use
in Health, Nutrition and Anthropology. 2ed.).Jaypee Brothers Medical
Publishers Ltd. New Delhi: ISBN 81-8448-055-5.

Geraint, H. Lewis, Jessica,Sheringham, Kanwal K&linTim, J.B.
Crayford (n.d) Mastering Public Health Roaciety of Medicine
Press Ltd 2008 ISBN-13 978-1-85315-781-3

Kothari, C.R., Gauray, Garg (2015). Researcher bbbdlogy (methods

and techniques) (3rd ed.). New Age InternationddliBhers ISBN: 978-81-
224-3623-5

vii
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Murray, R. Spiegel, Larry, J. Stephen, (n.d.). Ph$rhaum’s outline of
theory and problem of statistics, the McGraw Hdingpanies 2008ISBN:
978-0-07-148584-5

Mahajan, B. K. (n.d).Methods in Biostatistics”(&d.).Jaypee Brothers
Medical Publishers Ltd B-3 EMCA House, 23/23B Angtwad, Daryagan]
Post Box 7193, New Delhi, India.ISBN: 81-7179-520-X

Patrick, Forsyth (n.d). How to Write Reports andparsals (7 ed.).Kogan
Page Limited 120 Pentonville Road London 2006, ISBOI 0 7494 4552
1, ISBN: 13 978 0 7494 455 2

ASSIGNMENT FILE

In this file, you will find all the details of th&ork you must submit to your
tutor for marking. The marks you obtain from theigsments will count
towards the final mark you obtain for this courBarther information on
assignments will be found in the Assignment Figelk and later in this
Course Guide in the section on assessment.

ASSESSMENT

There are two aspects to the assessment of theecdrrst are the tutor-
marked assignments; second, is the written exaimmaln tackling the

assignments, you are expected to apply informatow knowledge

acquired during this course. The assignments meissubmitted to your
tutor for formal assessment in accordance withddadlines stated in the
Assignment File. The work you submit to your tufor assessment will
count for 30 percent of your total course mark.

At the end of the course, you will need to sit éofinal examination. This
will also count for 70 percent of your total coursark.

TUTOR-MARKEDASSIGNMENT

You should be able to complete your assignments ftee information and
materials in your set textbooks and study unitéowever, you are advised
to use other references to broaden your view ok provide a deeper
understanding of the subiject.

When you have completed each assignment, sendybup tutor. Make
sure that each assignment reaches your tutor obefore the deadline
given. If however you cannot complete your work tome, contact your

viii
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tutor before the assignment is due, to discuspaisibility of an extension.
FINAL EXAMINATION AND GRADING

The examination will consist of questions whichleef the type of self-
testing, practice exercises and tutor-marked prodlejou have come
across. All areas of the course will be assessed.

You are advised to revise the entire course aftetygg the last unit before
you sit for the examination. You will find it usdfto review your tutor-

marked assignment and the comments of your tutothem before the
final examination.

SUMMARY
The Course Guide gives you an overview of whatqeeet and what to do
in the course of this study. The course teaches gbout research

methodology

We wish you success in this course and hope thatwit find it both
interesting and rewarding.
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MODULE 1

Unit 1 Meaning of Research
Unit 2 Other Research Features and Characteristics
Unit 3 Sampling

UNIT 1 MEANING OF RESEARCH
CONTENTS

1.0 Introduction

2.0 Objectives

3.0 Main Content

3.1 Research Process
3.2  Descriptive vs. Analytic Research
3.3  Applied vs. Fundamental Research
3.4 Quantitative vs. Qualitative Research
3.5 Conceptual vs. Empirical Research
3.6 Longitudinal Research
3.7 Cross-sectional Studies (Non-experimental)
3.8  Cohort Studies
3.9 Control Studies

4.0 Conclusion

5.0 Summary

6.0 Tutor-Marked Assignment

7.0 References/Further Reading

1.0 INTRODUCTION

Research in common parlance refers to a searchnmrvledge. One can
also define research as a scientific and systensatgrch for pertinent
information on a specific topic. In fact, researnshan art of scientific
investigation. Dictionary definition of researchasareful investigation or
inquiry especially through search for new factamy branch of knowledge.
Some people consider research as a movement frenkrtbwn to the
unknown. It is actually a voyage of discovery. WE possess the vital
instinct of inquisitiveness. When the unknown conts us, more and more
our inquisitiveness makes us probe and attain wstmeling of the
unknown. This inquisitiveness is the mother of lalowledge and the
method, which one employs for obtaining the knogtadf whatever the
unknown, can be termed as research. Researchasaglemic activity and
as such the term should be used in a technicaésé&wesording to Clifford

1
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woody, research comprises redefining problems, @itating hypothesis or
suggested solution; and at last carefully testiregdonclusion to determine
whether they fit the formulating hypothesis. D. sihger and M.

Stephenson in the encyclopaedia of social sciedeése research as” the
manipulation of things, concepts, or symbols fore tipurpose of
generalising to extend, correct or verify knowledgehether that

knowledge aids in construction of theory or in fm&ctice of an act.”
Research is, thus, an original contribution to #esting stock of

knowledge through objective and systematic methoiihding solution to

a problem is research. As such the term “researeférs to systematic
method consisting of enunciating the problem, fdating a hypothesis,
collecting the facts or data, analysing the factsl aeaching certain
conclusions either in the form of solution (s) tods the concerned
problem or in certain generalisations for some técal formulation.

2.0 OBJECTIVES

By the end of this unit, you will be able to:

state the meaning of the word “resedrch

explain the meaning of descriptive and analytieaesh
tell us about applied vs. fundamental research
explain quantitative vs. qualitative research
describe conceptual vs. empirical research
describe longitudinal research

explain concisely the term cohort study/research.

3.0 MAIN CONTENT

3.1 Research Process

The chart indicates that the research process stensf a number of a
number of closely related activities, as shown dgto! to VII. But such

activities overlap continuously rather than follogia strictly prescribed

sequence. At times, the first step determines #tere of the last step to be
undertaken. If subsequent procedures have not fa&en into account in

the early stages, serious difficulties may ariséctvimay even prevent the
completion of the study. One should remember tlegtihar various steps
involved in a research process are mutually exadysior they are separate
and distinct. They do not necessarily follow eatifeoin any specific order
and the researcher has to be constantly anticgpatineach step in the
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research process the requirements of the subsegqtepd. However, the
following order concerning various steps providesuseful procedural
guideline regarding the research process:

I Formulating the research problem;
. Extensive literature survey;

iii. Developing the hypothesis;

\Y2 Preparing the research design;

V. Determining sample design;
Vi. Collecting the data;
vii.  Execution of the project;

viii.  Analysis of data;

IX. Hypothesis testing;

X. Generalisations and interpretation;

Xi. Preparation of the report or presentation of tisults, i.e., formal
write-up of conclusions reached.

A brief description of the above stated steps ballhelpful as we shall see
in the later parts of this study unit.



RESEARCH PROCESS IN FLOW CHART

Review the literature

S ———

Where = feedback (Helps in controlling the sub-system to whigh it is transmitted)

= feed forward (Serves the vital function of providing criteria for evacuation)
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3.2 Descriptive vs. Analytic Research

Descriptive research includes surveys and factifim@nquires of different
kinds. The major purpose of descriptive researctieiscription of the state
of affairs as it exists at present, in social sceeand business research we
quite often use the term (ex post facto) reseaochdéscriptive research
studies. The main characteristic of this methoithas the researcher has no
control over the variables; he can only report wied happened or what is
happening. Most ex post factors, research on pjd@t are used for
descriptive studies in which the researcher seemeasure such items as,
for example, frequency of shopping, preferencepeafple or similar data.
Ex post facto studies also attempt researcherstovkr causes even when
they cannot control the variables. The methods eslearch utilised in
descriptive research are survey methods. In apalytesearch on the other
hand, the researcher has to use facts or informatli@ady available, and
analyse these to make a critical evaluation ohtlagerial.

3.3 Applied vs Fundamental Research

Applied research aims at finding a solution for iammediate problem
facing a society or an industrial/business orgdimsa whereas
fundamental research is mainly concerned with gdisation and with the
formulation of a theory. Gathering knowledge’s sakeermed fundamental
research. Research concerning some natural pheooneemelating to pure
mathematics are examples of fundamental researichilaBy, research
studies, concerning human behaviour carried on withiew to make
generalisations about human behaviour, are alsmges of fundamental
research. However, research aimed at certain cginalsi facing a concrete
social, economic or political trends that may affegarticular institution,
marketing research, evaluation research are exangblapplied research.
Thus, the central aim of applied research is toalier a solution for some
pressing practical problems, whereas basic researchrected towards
finding information that has a board base of appions and thus, adds to
the already existing organised body of scientifiowledge.

3.4 Quantitative vs Qualitative Research

Quantitative research is based on the qualitatieasurement of some
characteristics. It is applicable to phenomena¢hatbe expressed in terms
of quantities. Qualitative research, on the othandj is concerned with
gualitative phenomena i.e., phenomena relatingr tmalving qualitative
or kind. For instance, when we are interested westigating the reasons
for human behaviour (i.e. why people think or dotaie things), we quite

5
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often talk of‘Motivation Research) an important type qualitatigsearch.
This type of research is aim at discovering theewlythg motives and
desires, using in depth interviews for the purpo&gitude or opinion
research aims at discovering the underlying motaed desires, using in
depth interviews for the purpose. Other technigoksuch research are
word association test, sentence completion testy stompletion test and
similar other projective techniques. Attitude oriropn research i.e.
research designed to find out how people feel aatwiney thought about a
particular subject or institution is also qualiati research. Qualitative
research is especially important in the behaviosc&nces where the aim
Is to discover the underlying motives of human b&ha. Through such
research we can analyse the various factors whiolivate people to
behave in a particular manner or which make pedigke or dislike a
particular thing. It may be stated, however, thatapply for qualitative
research in practice is relatively a difficult jaind therefore, while doing
such research, one should seek guidance from exgetal psychologists.

3.5 Conceptual vs. Empirical Research

Conceptual research is that related to some absti@&(s) or theory. It is
generally used by philosophers and thinkers to ldeveew concepts or to
reinterpret existing ones. On the other hand, dogiresearch relies on
experience or observation alone, often without cegard for system and
theory. It is data-based research, coming up wathclusions which are
capable of being verified by observation or expentnWe can also call it
as experimental type of research. In such a relse#iie researcher must
first provide himself with a working hypothesis guess as to the probable
results. He then works to get enough facts (datgrove or disprove his
hypothesis. He then sets up experimental desigrishwie thinks will
manipulate the persons or the materials conceraeas g0 bring forth the
desired information. Such research is thus chaiaett by the
experimenter’'s control over the variables undedytand his deliberate
manipulation of one of them to study its effectsngdirical research is
appropriate when proof is sought that certain \dem affect other
variables in some way. Evidence gathered througlem@xents or empirical
studies are considered to be the most powerful@uppossible for testing a
given hypothesis.

3.6 Longitudinal Research

All other types of research are variations of onenore of the above stated
approaches, based on either the purpose of researttte time required to
accomplish research, on the environment in whigeaech is done, or on

6
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the basis of some other similar factors. From thiatpof view of time, we
can think of research either ase-time research or longitudinal research.
In the former case the research is confined toglesitime-period, whereas
in the latter case the research is carried on ®eseral time-periods.
Research can esld-setting research or laboratory research or ssmulation
research, depending upon the environment in which it is taclgied out.

Research can as well be understoodiascal or diagnostic research. Such
research studies usually go deep into the causdlsigjs or events that
interest us, using very small samples and very geeping data gathering
devices. The research may beloratory or it may be formalised. The
objective of exploratory research studies is theebigment of hypotheses
rather than their testing, whereas formalised rebestudies are those with
substantial structure and with specific hypothdasebe testedHistorical
research is that which utilises historical sources like doants, remains,
etc. to study events or ideas of the past, inclythe philosophy of persons
and groups at any remote point of time.

Research can also be classified @mclusion-oriented and decision-
oriented. While doing conclusion-oriented research, a nesea is free to
pick up a problem, redesign the enquiry as he ga&eand is prepared to
conceptualise as he wishes. Decision-oriented refsda always for the
need of a decision maker and the researcher inctisg is not free to
embark upon research according to his own inclmat©Operations research
is an example of decision oriented research siniseai scientific method of
providing executive departments with a quantitatbesis for decisions
regarding operations under their control.

3.7 Cross-sectional Studies (Non-experimental)

It is also one time or at a point of time study af persons in a
representative sample of a specific population saglexamination of all
children in age group 5 to 14 years, detectionasfcer cases and study of
factors that lead to cancer, examination of childreage group 0 to 6 years
for classifying into nutritional grades, findinggwalence of pregnancy in
age group 20 to 30 years of married women or maybile to cancer,
paralytic polio, etc. Such studies indicate poirdvalence, i.e. number of
cases at a time of study. Field surveys in healtdigease problems in a
community and census are other examples of crossosal studies or
research as the case may be or addressed.
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3.8 Cohort Studies

Is a group of persons exposed to same sort of amwient such as
newborns, women between 15 and 45 years of ageoikers exposed to
radiation or other kinds of hazards in occupati@thort study could be
prospective such as follow-up of morbidity and rabty in infants from
births to one year of age or it could be retrodgeahquiry such as number
of person in the same population who suffered ftgphoid in last five
years.

3.9 Control Studies

Most of the experimental studies almost always reexbntrol as a yard

stick of evidence, very rarely it may not be reqdimas for trial in a fatal

disease like rabies. It may be unethical to witbhent established treatment
to control cases in which life is at stake or thexdear of serious after

effect. It would not be fair to withhold antibiosicin control cases of

typhoid or lobar pneumonia:

4.0 CONCLUSION

Research in common parlance refers to a searcknfawledge. When the
unknown confronts us, more and more our inquisiiss makes us probe
and attain understanding of the unknown. This igitjueness is the mother
of all knowledge and the method, which one emplfoysobtaining the
knowledge of whatever the unknown, can be termecessarch. Research
is an academic activity and as such the term shioelldsed in a technical
sense. Research comprises redefining problemsufatimg hypothesis or
suggested solution; and at last carefully testirgdonclusion to determine
whether they fit the formulating hypothesis. Reskais an original
contribution to the existing stock of knowledge aingh objective and
systematic method of finding solution to a problenresearch. Various
types of researches include, Descriptive, Analypplied, Fundamental,
Quantitative, Qualitative, Conceptual, Empiricalsearch Longitudinal,
Cross-sectional, Cohort, and Control Studies.

5.0 SUMMARY

In this unit, you have learnt the following;

. The meaning of the word “reseatch
. The meaning of descriptive and analytic research.
. Applied vs. Fundamental research

. Quantitative vs. Qualitative research
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Conceptual vs. Empirical research
Longitudinal research
Cross-sectional research

Cohort study/research

6.0 TUTOR-MARKED ASSIGNMENT

1. Concisely explain the meaning of research.
2. Clearly distinguish between longitudinal and Cresstional
Researches.

3. Write briefly on the following
a) Descriptive research.
b) Analytic research.

C) Applied research.

d) Fundamental research
e) Quantitative research

f) Qualitative research

Q) Conceptual research

h) Empirical research

) Longitudinal research

)] Cross-sectional research
K) Cohort study/research

7.0 REFERENCES/FURTHER READING
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UNIT 2 OTHER RESEARCH FEATURES  AND
CHARACTERISTICS
CONTENTS

1.0 Introduction
2.0 Objectives
3.0 Main Content
3.1 Research Approaches
3.2  Objectives of Research
3.3  Objectives of Research
3.4 Research Methods versus Methodology
3.5 Research and Scientific Methods
3.6 Defining Research Problem
3.6.1 What Is a Research Problem?
3.6.2 Selecting the problem
3.6.3 Need of Defining the Problem
3.6.4 Technique Involved in Defining a Problem
3.7 Research Design
3.7.1 Need for Research Design
3.7.2 Features of a Good Design
3.7.3 Important Concepts Relating to Research Desig
3.8 Dependent and Independent Variables
4.0 Conclusion
5.0 Summary
6.0  Tutor- Marked Assignment
7.0 References/Further Reading

1.0 INTRODUCTION

This involves, Approaches to Research, Significasfdeesearch, Research
Methods versus Research Methodology, Research dmnobhd Research
Design. There are two basic approaches to reseaizh, quantitative
approach and thequalitative approach. The former involves the generation
of data in quantitative form which can be subjedtedgorous quantitative
analysis in a formal and rigid fashion. We shalhsider this into details
later in the course of this unit.

Research significantly impact Economic, Social,itRall, Medical, and
Scientific spheres of human endeavour, again w# ska how shortly.
Research has methods of operation and also metigpdahe distinction
between these two important terminologies as fareasarch is concerned
shall be explicitly X-rayed as we move along insthinit. Equally worth
mentioning in this aspect are the definitions amglications of research

11
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problem and research design. We shall soon consiokse features of
research in the later part of this unit.

2.0 OBJECTIVES

By the end of this unit, you will be able to:

) list the different approaches to research

) explain the significance of research

J discuss research objective

) explain research methods versus methodology
) discuss research problem.

3.0 MAIN CONTENT

3.1 Research Approaches

The above description of the type’s research briagight the fact that
there are two basic approaches to research,quantitative approach and
the qualitative approach. The former involves the generation of data in
guantitative form which can be subjected to riggrowantitative analysis
in a formal and rigid fashion. This approach canfun¢her sub-classified
into inferential, experimental and simulation approaches to research. The
purpose of inferential approach is to form a data base to infer
characteristics or relationships of population.sThsually means survey
research where a sample of population is studiedstipned or observed)
to determine its characteristics and it is theerirgd that the population has
the same characteristidSxperimental approach is characterised by much
greater control over the research environment andhis case some
variables are manipulated to observe their effect ather variables.
Smulation approach involves the construction of an artificial enviroant
within which relevant information and data can leaerated. This permits
an observation of the dynamic behaviour of a sysfemts sub-system)
under controlled conditions. The term ‘simulatiom the context of
business and social sciences applications refer&hw operation of a
numerical model that represents the structure dyreamic process. Given
the values of initial conditions, parameters andgexous variables, a
simulation is run to represent the behaviour of phecess over time”.
Simulation approach can also be useful in buildingpdels for
understanding future conditions.

12



PHS 421 RESEARCH METHODSIN PUBLIC HEALTH

Qualitative approach to research is concerned with subjective assegsmen
of attitudes, opinions and behaviour. Researchuichsa situation is a
function of researcher’s insights and impressiddigch an approach to
research generates results either in non-quawmétdtrm or in the form
which is not subjected to rigorous quantitative andlysis. Generally, the
techniques of focus group interviews, projectivehteques and depth
interviews are used. All these are explained agtlernn chapters that
follow.

3.2  Significance of Research
. The role of research in several fields of appliedr®mics whether

related to business or to the economy as a whote draatly
increased in modern times.

. Research provides the basis for nearly all govemmelicies in our
economic system.

. Research has its special significance in solvingoua operational
and planning problems of business and industry.

. Research is equally important for social scientiststudying social

relationships and in seeking answers to variougkpmblems.

In addition to what has been stated above, thafgignce of research can
also be understood keeping in view the followingp

a. To those students who are to write a master's aDPhkhesis,
research may mean a careerism or a way to attiaighaposition in
the social structure;

b. To professionals in research methodology, reseamaly mean a
source of livelihood.

C. To philosophers and thinkers research may meaoutiet for new
ideas and insights;
d. To literary men and women research may mean thelolgwment of

new styles and creative work; and
e. To analysis and intellectuals research may meandlhelopment of
new theories.

3.3 Objectives of Research
The purpose of research is to discover answersugstopns through the

application of scientific procedures. The main afmesearch is to find out
the truth which is hidden and which has not beescaliered yet. Though

13
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each research study has its own specific purposenantion some general
objectives of research below:

- To gain familiarity with a phenomenon or to achievaw insights
into it

- To portray accurately the characteristics of aipaldr individual,
situation or group

- To determine the frequency with which somethinguoscor with
which it is associated with something else.

- To test a hypothesis of a causal relationship betvweariables.

3.4 Research Methods versus Methodology

It seems appropriate at this juncture to explaia tlifference between
research methods and methodology. Research metmag®e understood
as all those methods / techniques that are usecdofaifuction of research.
Research methods or techniques that refer to thboue the researchers
use in performing research operations. In otherdgioall those methods
which are used by the researcher during the cafrsaudying his research
problem are termed as research methods. Since ljeetoof research,

particularly the applied research, is to arriveaasolution to a given

problem, the available data and the unknown aspédte problem have to
be related to each other to make a solution passi{#eping this in view,

research methods can be put into the followingetlg@ups

In the first group we include those methods whiod @ncerned with the
collection of data. These methods will be used whitre data already
available is not sufficient to arrive at the reguiisolution.

The second group consists of those statisticahigalks which are used for
establishing relationships between the data andrikeown.

The third group consists of those methods whichused to evaluate the
accuracy of the results obtained.

Research methods falling in the above stated \Wastgroups are generally
taken as the analytical tools of research.

At times, a distinction is also made between reteamethods and
techniques. Research techniques refer to the balvaand instruments we
use in performing research operations such as madoservations, and
recording data, techniques of processing data &ed like. Research
methods refer to the behaviour and instrument usedelecting and
constructing research technique. For instance, difference between
methods and techniques of data collection can lterbenderstood from
the details given in the following chart:
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Table 2.1: Research Methodology

Type Methods Technique
1 Library| i) Analysis of| Recoding of notes, Content analysis,
Research historical records Tape and Film listening and
analysis
i)  Analysis  of| Statistical compilation angd
Documents manipulation, reference and abstract
guides, content analysis.
2 Field| i) Non —participant Observational behavioural scales,
Research direct observation | use of cards, etc.
i) Participant
observation Interactional recording, possible use
of tape recorders, photographic
lilMass observation| techniques
Recording mass behavioyr,
iv)Mail interview using independent
guestionnaire observers in public places.
Identification of social and
v) Opinionnaire economic background of
respondents.
vi)Personal interview Use of attitude scales , projective
techniques, use of sociometfic
vii)Focused scales
interview Interviewer uses a detailed schedule
with  open and closed ended
viii)Group interview | questions.
IX) Telephone survey Interviewer focuses attention upon a
given experience and its effects.
x) Case study andSmall group of respondents are
life history interviewed simultaneously.
Use as a survey technique for
information and for discerning
opinion, may also be used as| a
follow up of questionnaire.
Cross-sectional collection of data
for intensive analysis, longitudinal
collection of data of intensive
character.
3)Laboratory| Small group study ofUse of audio visual recording
Research random  behaviour,devices, use of observers, etc.
play and role
analysis
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From what has been stated above, we can say thiddodseare more
general. It is the method that generates techniddewever, in practice,
the two terms are taken as interchangeable and wieetalk of research
methods we do, by implication, include researcthneques within their
compass.

Research Methodology is a way to systematicallwesalhe research
problem. It may be understood as a science of stgdyow research is
done scientifically. In it we study the various pgethat are generally
adopted by a researcher in studying his researghlgm along with the
logic behind them. It is necessary for researclekriow not only the
research methods / techniques but also the methggloResearcher not
only need to know how to develop certain indicesests, how to calculate
the mean, the mode, the median or the standardtdmvior chi square,
how to apply particular research techniques, bay talso need to know
which of these methods or techniques are relevathtvéhich are not, and
what they would mean and indicate.

Researchers also need to understand the assumptoerlying various
techniques and they need to know the criteria bighvthey can decide that
certain techniques and procedures will be applecabl certain problems
and others will not: All this means that it is nesary for the researchers to
design a methodology for his problem as the samediier from problem
to problem. For example, an architect, who designbuilding, has to
consciously evaluate the basis of his decisiors, he has to evaluate why
and on what basis he selects particular size, nuante location of doors,
windows and ventilators, uses particular matergadd not others and the
like. Similarly, in research the scientist has xp@se the research decisions
to evaluation before they are implemented. He baspecify very clearly
and precisely what decisions he selects and wiseleet them so that they
can be evaluated by others also.

From what has been stated above, we can say thedrodhh methodology
has many dimensions and research do constitutertaopdhe research
methodology. The scope of research methodologyidemthan research
methods.Thus, when we talk about research methodology we not only talk
about research methods but also the logic behind the methods we use in the
context of our research study and explain why we are using a particular
technigue and why we are not using other so that research results are
capable of being evaluated either by the researcher or by others. Why a
researcher study has been undertaken, how therchsleas been defined
and why the hypothesis has been formulated, whatltave been collected
and what particular method has been adopted, whicpkar technique of
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analysing data has been used are a host of simulastions that are
answered when we talk about research methodologgecning a research
problem or study.

3.5 Research and Scientific Method

For a clear perception of the term research, ooeldrknow the meaning
of scientific method. The two terms, research aridndific methods, are
closely related. In research, we study the natueasons, and the
consequences of a set of circumstances which ateotled experimentally
or observed as they appear. Researcher is usuddsested in particular
results, the repetitions of those results, and igdisations. On the other
hand, the philosophy common to all research methaas$ techniques,
although they may vary considerably from one s@eicanother is usually
given the name of scientific method. In this cohtéarl Pearson writes,
“The scientific method is one and the same in tlamthes (of science) and
that method is the method of all logically traineghds..the unity of all
sciences consists alone in its methods, not iiméserial: the man who
classifies facts of any kind whatever, who see# ttmeitual relation and
describes their consequences, is applying the tdaamethod and is a man
of science.” The scientific method is the pursditrath as determined by
logical by logical considerations. The ideal ofeswe is to achieve a
systematic interrelation of facts. Scientific methattempts to achieve this
ideal by experimentation, observation, logical angats from accepted
postulates and a combination of these three iningrproportions. In
scientific method, logic aids in their formulatipgopositions explicitly and
accurately so that their possible alternatives beralear. Further, logic
develops the consequences of such alternatives, vdmeh these are
compared with observable phenomena, it becomesib®s$or the
researcher or the scientist to state which altermas the most in harmony
with the observed facts. All this is done througtperimentation and
survey investigations which constitute the integparts of scientific
method.

3.6 Defining the Research Problem

In research process, the first and foremost stggpédres to be that of
selecting and properly defining a research problemesearcher must find
the problem and formulate it so that it becomesespigble to research.
Like a medical doctor, a researcher must examitheth@ symptoms

(presented to his or observed by his) concernipgodlem before he can
diagnose correctly. To define a problem correclyesearcher must know:
what a problem is?
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3.6.1 What is a Research Problem?

A research problem, in general, refers to somacditfy which a research
experiences in the context of either a theoreticgbractical situation and
wants to obtain a solution for the same. Usually sag that a research
problem does exist if the following conditions anet with:

(i) there must be an individual (or a group or agamisation), let us call it
,’ to whom the problem can be attributed the indual or the
organisation, as the case may be, occupies anoanvant, say ‘N,” which
is defined by values of the uncontrolled variables

There must be at least two courses of action, dagr@C2 to be pursued.
A course of action is defined by one or more valoéshe controlled
variables. For example, the number of items pumthas a specified time is
said to be one course of action.

There must be at least two possible outcomes, 4agn@02 of a course of
action, of which one should be preferable to theentin other words, this
means that there must be at least one outcoméhthagsearcher wants, i.e.
an objective.

The courses of action available must provide sohamce of obtaining the
objective, but they cannot provide the same chaoterwise the choice
would not matter. Thus, if P (Q I, C, N) represents the probability that an
outcome Qwill occur, if | selects CJ in N, then P {®I, C;, N) # P (O \

I, C,, N). In simple words, we can say that the choioest have unequal
efficiencies for the desired outcomes.

Over the above, these conditions, the individuather individual or the
organisation can be said to have the probleinddes not know what course
of action is best i.e.l, must be in doubt about the solution. Thus, an
individual or group of persons can be said to hayeoblem which can be
technically described as a research problem, i thedividual or the
group), having one or more desired outcomes, anéraated with two or
more courses of action that have some but not eeffi@iency for the
desired objective(s) and are in doubt about whaalrge of action is best.

We can thus state the components of research pnadseollows;

I There must be some individual or group which haraesproblem.
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. There must be some objective(s) to be attaineshdfwants nothing,
one cannot have a problem.

iii. From the popular Yoruba adage,” a Dog does not kathkout a
cause”

\2 There must be alternatives means (or causes a@nadbr obtaining
the objective(s) one wishes to attain. This meaas there must be
at least two means available to a researcher fog tias no choice of
means, he cannot have a problem.

V. There must remain some doubt in the mind of a rekea with
regard to the selection of alternatives. This mehasthe researcher
must answer the question concerning the relatifieieicy of the
possible alternatives.

vi.  There must be some environment(s) to which thecditly pertains.

Thus a research problem is one which requiresearelser to find out the
best solution for a given problem, i.e. to find bytwhich course of action
the objective can be attained optimally in the eghtof a given
environment. There are several factors which mayltan making the
problem complicated. for instance, the environmealy change affecting
the efficiencies of the courses of action or theies of the outcomes; the
number of alternatives courses of action may b lenge; persons not
involved in making decisions may be affected byaitd react to it
favourably or unfavourably, and similar other fastAll such elements (or
at least the important ones) may be thought ohédontext of a research
problem.

3.6.2 Selecting the Problem

The research problem undertaken for study mustibefuly selected. The
task is a difficult one, although it may not appé&ambe so. Help may be
taken from a research guide in this connection. eléeless, every
researcher must find out his own salvation for aede problem cannot be
borrowed. A problem must spring from the researchiad like a plant
springing from its own seed. If our eyes need @ss# is not the optician
alone who decides about the number of the lens aratipg with him.
Thus, a research guide can at the most only helgse@archer choose a
subject. However, the following points may be olkedrby a researcher in
selecting a research problem or a subject for resea

l. Subject which is overdone should not be normallysem, for it will
be a difficult task to throw any new light in sugltase.

Il. Controversial subject should not become the choican average
researcher.
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[ll.  Too narrow or too vague problem should be avoided.

IV.  The subject selected for research should be fanaha feasible so
that the related research material or sources sdgareh are within
one’s reach. Even then it is quite difficult to plypdefinitive ideas
concerning how a researcher should obtain ideasifresearch.
For this purpose, a researcher should contact perear a professor
in the university who is already engaged in redeatde may as well
read articles published in current literature alzé on the subject
and may think how techniques and ideas discuss¥d th might be
applied to the solution of other problems. He mascuss with
others what he has in mind concerning a problenthis way he
should make all possible efforts in selecting aofaon.

V. The importance of the subject, the qualificationd the training of a
researcher, the costs involved and the time faater few other
criteria that must also be considered in selediqpgoblem. In other
words, before the final selection of a problem anel a researcher
must ask himself the following questions:

a. Whether he is well equipped in terms of his baclgobto
carry out the research?

b. Whether the study falls within the budget he cdardf?

C. Whether the necessary cooperation can be obtaired f
those who must participate in research as subjects?

If the answers to all these questions are in theraitive, one may become
sure so far as the practicability of the studyasaerned.

The selection of a problem must be preceded byekngnary study. This
may not be necessary when the problem requiresahéuct of a research
closely similar to one that has already been d&uwt.when the field of
inquiry is relatively new and does not have avddlah set of well-
developed techniques, a brief feasibility study halsways be undertaken.

If the subject for research is selected properlyodmgerving the above
mentioned points, the research will not be a bodnglgery, rather it will
be love’s labour. In fact, zest for work is a muste subject or the problem
selected must involve the researcher and must &iawgper most place in
his mind so that he may undertake all pains neéatetthe study.

3.6.3 Need of Defining the Problem

Quite often we all hear that a problem clearly estais a problem half
solved. This statement signifies the need for dedira research problem.
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The problem to be investigated must be defined nguously for that
will help to discriminate relevant data from theelevant ones. A proper
definition of research problem will enable the asber to be on the track
whereas an ill-defined problem may create hurdi@sestions like: what
data is to be collected? What characteristics td dee irrelevant and need
to be studied? What relations are to be exploretiat\Wéchniques are to be
used for the purpose? And similar other questionp cip in the mind of
the researcher who can well plan his strategy ardidnswers to all such
guestion crop up in the mind of the researcher who well plan his
strategy and find answers to all such questiony arien the research
problem has been well defined. Thus, defining aaesh problem properly
Is a prerequisite for any study and is a step efhiighest importance. In
fact, formulation of a problem is often more essérihan its solution. It is
only on the careful detailing of the research peablkhat we can work out
the research design and can smoothly carry orhalcbnsequential steps
involved while doing research. Experimentation amel to test hypotheses
and to discover new relationships, if any, amongiabdes. However,
sometimes the conclusions drawn on the basis afrexpntal data may be
misleading for faulty assumptions, poorly desigreegeriments, badly
executed experiments or faulty interpretationssish the researcher must
pay all possible attention while developing the eskpental design and
drawing inferences. The purpose of survey investga may also be to
provide scientifically gathered information to wods a basis for the
researchers for their conclusions.

The scientific method is, thus, based on certasichpostulates which can
be stated as under:

It relies on empirical evidence;

It utilises relevant concepts;

It is committed to only objective considerations;

It aims at nothing but making only adequate andemrstatements
about population objects;

It results into probabilistic predictions;

Its methodology is made known to all concernedcfitical scrutiny
and are for use in testing the conclusions thraeghcation;

7. It aims at formulating most general axioms or wdet be termed as
scientific theories.

roONPE

S

Thus, the scientific method encourages a rigorousthod wherein the
researcher is guided by the rules of logical reagpra method wherein the
investigation proceeds in an orderly manner andeghod that implies
internal consistency.
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3.6.4 Technique Involved in Defining a Problem

Defining research problem properly and clearly isracial part of a
research study and must in no case be accompligireedly. However, in
practice this is frequently overlooked which cauadst of problems later
on. Hence, the research problem should be defmedsystematic manner,
giving due consideration to all relating points. eTkechnique for the
purpose involves the undertaking of the followitgps generally one after
the other:

I Statement of the problem in a general way;

. Understanding the nature of the problem;

iii. Surveying the available literature;

V. Developing the ideas through discussions; and

V. Rephrasing the research problem into a working gsivion.

In addition to what has been stated above, thevittig points must also be
observed while defining a research problem:

(@) Technical terms and words or phrases, with spewgnings used in
the statement of the problem, should be clearlinddf

(b) Basic assumptions or postulates (if any) relatimgblem should be
clearly stated.

(c) A straight forward statement of the value of theestigation (i.e.,
the criteria for the selection of the problem) dddee provided.

(d)  The suitability of the time-period and the souroéglata available
must also be considered by the researcher in degfihie problem.

(e) The scope of the investigation or the limits witlnhich the problem
Is to be studied must be mentioned explicitly ifideg a research
problem.

3.7 Research Design

The formidable problem that follows the definingg tresearch problem is
the preparation of arrangement of condition folemtion and analysis of
data in a manner that aims to combine the relevantiee research purpose
with economy in procedure. In fact, the researchigieis the conceptual
structure within which is research is conducteaomstitutes the blueprint
for the collection, measurement and analysis o&.das such the design
includes an outline of what the researcher will lom writing the
hypothesis and its operational implication to timalfanalysis of data. More
explicitly, the design decisions happen to be speet of:
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l. What is the study about?

Il. Why is the study being made?

lll.  Where will the study be carried out?

IV.  What type of data is required?

V. Where can the required data be found?

VI.  What period of time will the study include?

VIl.  What will be the sample design?

VIIl.  What techniques of data collection will be used?
IX.  How will the data be analysed?

X. In what style will the report be prepared?

Keeping in view above stated design decisions, moag split the overall
research design into the following parts:

(@) Thesampling design which deals with the method of selecting items
to be observed for the given study.

(b)  The observational design which relates to the condition under which
the observation are to be made

(c) The statistical design which concerns the question of how many
items are to be observed and how the informatiehdata gathered
Is to be analysed.

(d) The operational design who deals with the techniques which
procedures specified in the sampling, statisticad abservational
designs can be carried out.

From what has been stated above, we can statenfiwtant features of a
research design as under.

It is plan that specifies the sources and typasfofrmation relevant to the
research problem.

Keeping in view the above stated design decisi@me may split the
overall research design into the following part.

(@) the sampling design which deals with the meitbbselecting items
to be observed for the given study.

(b)  the observational design which relates to thad@ions under which
the observations are to be made.

(c) the statistical design which concerns the jloe®f how many items
are to be observed and how the information and glatiaered is to
be analysed.
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(d) the operational design which deals with théategues by which the
procedures specified in the sampling, statisticad abservational
designs can be carried out.

From what has been stated above, we can stateffeetance features of a
research design as under

0] It is a plant that specifies the sourcesl dppes of information
relevant to the research problem.

(i) Itis a strategy specifying which approachlwe used for gathering
and analysing the data.

(i) It also includes the time and cost budgetes most studies are done
under these two constraints.

In brief, research designs must, at least, contain

(@) a clear statement of the research problem;

(b)  procedures and techniques to be used for gatheformation;
(c) the population to be studied;

(d)  methods to be used in processing and analysitay

3.7.1 Need for Research Design

Research design is needed because it facilitagesrttooth sailing of the
various research operations, thereby making relseas efficient as
possible yielding maximal information with minimekpenditure of effort,
time and money. Just as for better, economicalatidctive construction
of a house, we need a blue print (or what is caltedmap of the house)
well thought out and prepared by an expert archimmilarly, we need
research design or a plan in advance of data toifeand analysis for our
research project. Research design stands for advatemning of the
method adopted for collecting the relevant data #wedtechniques to be
used in their analysis, keeping in view the obyectf the research and the
availability of staff, time and money. Preparatiohthe research design
should be done with great care as any error inady mpset the entire
project. Research design, in fact, has a greatrigean the reliability of the
results arrived at and as such constitutes the fioumdation of the entire
edifice of the research work.

Even then the need for a well thought our resedashgn is at times not
realised by many. The importance which this probteEserves is not given
to it. As a result many researches do not servetingose for which they
are undertaken. In fact, they may even give mishgadonclusions.
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Thoughtlessness in designing may results in rengehe research exercise
futile. It is, therefore, imperative that an eféiot and appropriate design
must be prepared before starting research opesatidhe design helps the
research to organise his ideal in a form wherelwilitbe possible for him
to look for flaws and in adequacies. Such a des@m even be given to
other for their comment and critical evaluation.the absence of such a
course of action, it will be difficult for the ciatto provide a comprehensive
review of the proposed study.

3.7.2 Features of a Good Design

A good design is often characterised by adjectikesflexible, appropriate,
efficient, and economical and so on. Generally,ddgign which minimises
bias and maximises the reliability of the data exiitd and analysed is
considered a good design. The design which gives s$mallest
experimental error is supposed to be the best "asigiany investigations.
Similarly, a design which yields maximal informatiand provides an
opportunity for considering many aspects of a pobls considered most
appropriate and efficient design in respect of massearch problems.
Thus, the question of good design is related tgtivpose or objectives of
the research problem and also with the nature efpttoblem studied. A
design may be quite suitable in one case, but meapind wanting in one
respect or the other in the context of some otkeearch problem. One
single design cannot serve the purpose of all tgbessearch problems.

A research design appropriate for a particular arete problem, usually
involve the consideration of the following factors;

l. The means of obtaining information;

. The availability and skills of the research dnd staff, if any;
lll.  The objective of the problem studied;

IV.  The nature of the problem to be studied; and

V. The availability of time and money for the resdawork.

If the research study happens to be an exploraiorg formulative one,
where on the major emphasis is on discovery ofsdead insights, the
research design most appropriate must be flexibugh to permit the
consideration of many different aspect of a phenmwne But when the
purpose of a study is accurate description or ssoaation between
variables (or in what are called the descriptival&s), accuracy becomes a
major consideration and research design which nig@sn bias and
maximises the reliability of the evidence collectedconsidered a good
design. Studies involving the testing of a hypoithes$ a causal relationship
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between variables require a design which will pernmierference about
causality in addition to the minimisation of biasdamaximisation of
reliability. But in practice it is most difficulask to put a particular study in
a particular group, for a given research may have or more of the
function of different studies. It is only on theskmof its primary function
that a study becategorised either as an exploratorydescriptive or
hypothesis-testing study and accordingly the chata research design
may be made in a particular study. Besides, motiay, skill of the

research staff and the means of obtaining thenmétion must be given due
weightage while working out the relevant detailstio¢ research design,
survey design, sample design and the like.

3.7.3 Important Concepts Relating to Research Desig

Before describing the different research designsiill be appropriate to
explain the various concepts relating to desighsd these may be better
and easily understood.

3.8 Dependent and Independent Variables

A concept which can take on different quantitativaélue is called a

variable. As such the concepts like weight, height; incone af example

of variables. Quantitative phenomena (or the atteb) are also quantified
on the basis of the presence or absence of theegung attributes

phenomena may take on quantitatively different esleven in decimal

points are called “continuous variable”. But all riebles are not

continuous. If they can be expressed in integrdles they are non-
continuous variable or in statistical language ¢thse variables”. Age is an
example of continuous variable, but the numbertoldeen is an example

of non- continuous variable. If one variable demengoon or is a

consequence of the other variable, it is termedegendent variable, and
the variable that is antecedent to the dependenabla is termed as

independent variable. For instance, if we say tiegght depends upon age,
then height is a dependent variable and age isdependent variable.

Further, if in addition to being dependent upon, dgeght also depends on
individual sex, then height is a dependent variad age and sex are
independent variables. Similarly, ready made fil@sd lectures are
example of independent variables, whereas behawbenges, occurring
as a result of the environmental manipulations, esx@mple of dependent
variables.

26



PHS 421 RESEARCH METHODSIN PUBLIC HEALTH

4.0 CONCLUSION

Research features and characteristics involve, oappes to research,
significance of research, research methods vemssarch methodology,
research problem and research desiQuantitative approach and the

gualitative approach are the two basic approaches to researble former

involves the generation of data in quantitativarfavhich can be subjected
to rigorous quantitative analysis in a formal amgldr fashion. Research
significantly impacts Economic, Social, PoliticMedical, and Scientific
spheres of human endeavour.

5.0 SUMMARY
In this unit, you learnt the following basic featarof research

Approaches to research

Significance of research

Research Objective

Research Methods versus Methodology
Research Problem

Research Design

6.0 TUTOR-MARKED ASSIGNMENT

1 What are the approaches to research?

2 Distinguish as far as you can, research metodnaethodology of
research.

3 Write concise essays on the following;
) Research Objective

1)) Research Problem
1)) Research Design

4 What are independent variables as opposed &ndept variables in
the fields of research?
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1.0 INTRODUCTION

It is not possible to include each member (sampling) of the population

in an experimental study or enquiry or examinetla millions people in

Nigeria to find the prevalence of tuberculosishor efficacy of a drug in all

the patient suffering from a particular diseasedaly life example is that

of cooking beans. A housewife just piekfew grains of beans from a

cooking vessel and gets a fairly good idéwther the entire lot of beans is
fully cooked or it requires more cooking. Furthegvering the entire

population may be less accurate because a largberumh investigators is
required to complete a huge task. Their unifornaitd correctness may
vary, collection will be costly, time consuming alaborious. Because of
all such difficulties, we prefer to use an appragisampling technique.

In medical studies, the sampling data are colteétem a population or
universe sufficiently large and representative loé tpopulation study,
chosen by standard sampling technique.

The population or universe must clearly be defihetbre drawing sample.
For example, population may be an entire groupedindd people such as
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doctors, all members of household, women 15 toedds/of age and so on,
about whom information is required. It has to bethfer which doctors,
those in services or in general practice, which eommarried or
unmarried, etc.

A value calculated from a defined population, sashmean (u), standard
deviation 6), or standard error of mean (x) is calleghaameter. It is a
constant value because it covers all the memb#reopopulation. A value
calculated from a sample is calledstatistics such as mean (x), standard
deviation (s) and proportion (p).

2.0 OBJECTIVES

By the end of this unit, you will be able to:

o generalised sampling characteristics in researcdnnohg and
implementation

) explain the meaning of precision (sample size tdatermination)

) discuss characteristics during sampling

o differentiate sampling procedures.

3.0 MAIN CONTENT

3.1 Sample Characteristics

Sample is any part of the population. Large nundfesamples may be
taken from the same population. Still all membess/mot be covered. The
composition of sample may vary in size, qualityd é&chniques in drawing
the sample thereby their statistics also vary.reriee drawn from a sample
refers to the defined population (universe) fromchhsample or samples
are drawn and not to any other population.

Such inference or conclusion drawn from the samajgsied to the whole
population or universe but generalisations aredyainly if the sample is
sufficiently large and unbiased i.e. representati’ehe entire population
from which it is drawn. A representative samplelviihve its statistics
almost equal to the parameters of the entire ptipulaThere will still be a
chance difference or error of chance differenceroor of chance, which
can be calculated from the representative sampgie. difference can be
reduced but not eliminated.
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There are two main characteristics of a represgataample;

1. Precision which implies the size of the sample
2. Unbiased character

These two qualities help to fulfil the objectivek sample stated above.
Then we can decide, whether the difference observedlues of samples
are due to chance or some other factors when caupaith population
parameters or statistics of another sample.

3.2 Precision

Precision depends on the sample size this imghessize, i.e. numbers in
the samples depending on the purpose ordinargiiould not be less than
30. A sample, small in size, is a biased one avdmige depended upon for
drawing any conclusions. In typhoid or lobar pneanrmpthe case mortality
rate or probability of dying after any treatmentigd from 20 per cent to

30per cent before drugs like antibiotics and sulplesie discovered. If a
highly qualified doctor, by chance treats only threases, out of those
30per cent which are going to die, he gets 100est mortality and might

be considered inefficient. Another doctor to whdmee cases coming for
treatment from the remaining 70per cent will bessdared more efficient

and may even be eulogized. As a matter of factheeidoctor is to be

blamed nor accredited. The wrong conclusion is wuthe small size of

samples by applying random technique, mortalitpoth cases would have
been 25-30per cent.

While comparing prevalence of diabetes in differentupations in well
conducted diabetes survey the investigator condiutie prevalence of
diabetes amongst soldiers was 66per cent, whentbhrdgsoldiers out of
which two had diabetes, while entered the studg afixed population of
5000. He compared diabetes prevalence in soldighstiaat in traders who
were in large number in the sample. Thus the samsplery vital in any
scientific study. Therefore, how large a sampleossidered large enough?
Normally, the cut off is taken at 30. A sample dfesgreater than 30 is
considered large enough for statistical purposes.

If samples are small in size such as 2, 4, 6, &0, #eir ‘means’ will be
quite different from each other as well as from gopulation mean, and
when the size is 30 or more their means will bes@ldo each other and
would be in the neighbourhood of population mearother words, a small
sample lacks precision.
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Precision is measured by the formula; Precisiofnfs ‘s’ is the Standard
Deviation ‘SD’ of a sample in the estimate of * which is the ‘SD’ of the

population mean. So nearness of stoe., the precision will be directly
proportional to the square root of the sample sizee.g. if the n is

increased four times, the precision will be doubled

Examples

If sis 2 and n is 4, the precisian/s =V4/2 =2/2 =1

Assuming that s = 2 and varying the size of n, alewdate the precision as
shown below;

If n= 16, precision =V16/2 = 4/2 = 2(Precision becomes doubled if sample
size is increased to four times).

If n is 36, precision =/16/2 = 6/2 = 3(Precision is trebled if n is increds
to 9 times).

If n is 64 precision =V64/2 = 8/2 =4 (Precision is quadrupled if n is
increased to 16 times and so on).

In case of an experiment, if the results are notsilee about the variation
by chance or due to an external factor, increasesite of sample. e.g. if
calculated probability(p) is round about 0.05 thendusion can be
confirmed by increasing the size of the sample.choose the suitable
number in order to reduce the sampling error tonti@mum and to clear
the concept of determining the suitable size of@arno the reader, some
of the methods are recommended here.

For Quantitative Data

In such data, we deal with the means of a sammleo&the universe. If the
SD (o) in the population is known from the past expergnthe size of
sample can be determined by the following formulge the desirable
allowable error (L). At five per cent risk the true estimate wié beyond
the allowable error (variation).

Hence, the first step is to decide how large aaratue to sampling defects
can be allowed or tolerated in the estimates. @illowable error has to be
stated by the investigator.

The second step is to express the allowable enraerms of confidence

limits. At Suppose L is the allowable error in teemple mean and we are
willing to take a five per cent chance that theoewill exceed L. so we

may put:

L=20/n or Y¥n=26/L or n=4%/L?

If L=1 andc°=25, n= 4*25/=100

In such cases, the investigation may start whichaasumed SD the

allowable error specified by the experimenter. &se SD is not known,
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preliminary investigation or a pilot survey may bato be carried out to

estimate the population SD.

Examples

1. Mean pulse rate of a population is believed to ®@&r minute with
a standard deviation of 8 beats. Calculate thermmim size of the
sample to verify this, if allowable error L=+ 1 lbed five per cent
risk.
n=4c"/L*=4*8*8/1*1=256
(Source: Snedecor GW, fifth edition p.502)

If L=+ 2 beats with 5% risk

N= 4*8*8/2*2=64

If L is less, n will be more, i.e., larger the sizesser will be the
error.

2. Mean systolic blood pressure in one college stiedeas found to be
120 with SD of 10. Calculate the minimum size o¢ tample to
verify the result if allowable error is + 2 at 5%k
n= 45°/L*=4*10*10/2*2=100
For quantitative Data

In such data, we deal with proportion such as ndifbirates and cure
rates. For finding the suitable size of the samtile, assumption usually
made is that the allowable error does not exceeerl€ent or 20per cent of
the positive character.

The size can be calculated by the following formw#h a desired
allowable error (L) at five per cent risk that thee estimate will not
exceed allowable error by 10per cent or 20per okt
n=4pq/E
where ‘P’ is the positive character, q=1-P and lovahble error, 10per
cent or 20per cent of ‘P’.
Examples
1. Incidence rate in the last influenza epidemic wastl to be 50 per
thousand (5%) of the population exposed. What shbelthe size of
sample to find incidence rate in the current epiderallowable
error is 10per cent and 20per cent?
n= 4pg/?, p=5%, q=95%
if L=10% of p=5*10/100=0.5%
n=4pq/>=4*5*95/0.5*0.5=7600
If L=20% of p=5*20/100=1%,
n=4pq/>=4*5*95/1*1=1900

The larger the permissible error, the smaller w#l the size of
sample required for both types of data.
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2. Hookworm prevalence rate was 30per cent before secific
treatment and adoption of others measures. Cadcthat size of the
sample required to find the prevalence rate noall@wable error is
10per cent and 20per cent.

If L=10% of p=30*10/100=3

At 5% risk, n= 4pg/E = 4x30x70/3x3= 933.3(or 934 to round off the size.
If L=20% of P=30x20/100=6
At 5% risk n = 4pg/E = 4x30 x70/6x6 =233.3(or 234 to round off the yize

Thus if we allow a small error, the required sangize will be much larger
as compared to one when the allowable error iaszd.

3.3 Unbiased Character

Sample bias. Bias comes in when the samples from a populati@not
chosen at random or samples are not drawn fromasipopulations. Bias
may creep in due to non-sampling errors. Bias adusampling defects
alone is discussed here. When there is bias, #istats of samples like
mean (x) will be away from the population paramétgr

The mean weight of 50 babies at birth would be Iggae mean weight of
the total babies born in the population. If thesdibs were born in a
private maternity home where only women from thituaht families come

for delivery, then, they form a biased or seledanhple of all babies. They
may give an unbiased estimate of mean baby wengheil-to-do class but
would seriously overestimate the mean weight ofidsmbn a mixed

population. The cure rate of cases of typhoid ghtheria treated by
general practitioners cannot be compared with tfathospital cases.
Patients treated by private practitioners are mastbse who are in the
early stage of disease, conscientious, educate@peting and from

higher socio-economic strata as compared with thesged in government
hospitals who come in advanced stages of diseadebalong to lower

socio-economic strata. Both types if chosen foregalisation, are biased or
selected samples. Prevalence rate of tuberculosigil-to-do localities or

in slums may not give the correct picture of tubdosis prevalence in
Nigeria.

Selection or bias should be avoided in any scienstudy when we
compare like with the like. The age, sex, socialu#, stage of disease
should be same in both the samples but sometinmesyitbe deliberate, e.g.
we specially want to know the spleen rate in seaondchool children
only, or the mean blood pressure of people abovefdsing high
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responsibility or the pulse rate of infants and @@ In such cases,
generalisation is to be made about a particulaugrm compare with
another group which is different such as coronasgake in drivers and
conductors. Here, the primary objective is to corapi&e with unlike.

Selection or bias may creep in unconsciously andirgmticed, hence, it
has to carefully be avoided while conducting an eexpent, e.g. in
enquiries by questionnaire, selection or bias nhessuspected. Too keen
and intelligent persons might volunteer informatemd even exaggerate,
while those not keen and some with particular Isabitch as smoking or
with disease as gonorrhea, might hide the factsnatr reply at all.
Unconsciously, sometimes we compare the resuleatment in one group
of tuberculosis cases with that of the other, djarding factors like one or
two lungs affected, extent of the disease, age,cdass, occupation, etc.

In some studies, the effort is made to compare Vikih the like, but
because of unavoidable bias or selection biastaueimber of disturbing
factors, one sample may not be similar to the othkus, the results may
be affected and wrong conclusions drawn, e.g.efdévelopment of babies
on breast feeding is compared with those on btatding, it is difficult to
get similar samples. Many mothers start supplemiansirious forms and
disturb similarity among the groups.

It is often difficult to rule out bias in retrosga® studies and in studies
where subjective observations (information given $wybjects in the
sample) are made. It is easy to avoid bias in s studies and in
experiment where objective observations (those nidmvestigator) are
made. Subjective bias is ruled out by single ordi®blind trials.

Wherever possible, a control is a must. Number g of subjects
included in the experiment and technique useddtmcsion should be same
for control and experimental groups and decidedoreefchoosing the
subjects in either group.

Following sampling techniques are employed to sko@n unbiased
sample. If these techniques are employed, the eharcor can be
calculated and the probability or relative frequerad getting different
results from sample to sample or from sample tsehaf population can be
determined. Hence, samples, thus selected ared qalbbability samples.
Any unit or member of such samples has a defirmddability or chance of
being included, e.g. probability of drawing spade ar any specific card in
a pack of playing cards is one in 52 in one drawl ah any ace, the
probability is 13 in one draw.
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Samples can be drawn from the entire populatioroutn various
procedures. They are as shown below;

) Simple random sampling

1)) Systematic sampling

iii)  Stratified random sampling

iv)  Cluster sampling

V) Multistage sampling

vi)  Multiphase sampling and

vii)  Purposive or quota sampling procedure

3.4 Sampling Procedures

3.4.1 Simple Random Sampling (SRS)

This method is well applicable when the populaieoemall, homogeneous,
and readily available, such as patients coming hospital or lying in the

wards. It is used in experimental medicine or chuhitrials like testing the

efficacy of a particular drug. The principle heeetihat every unit of the
population has an equal chance of being selectedcé] this method is
also sometimes called unrestricted random samplimghese sampling

procedures, every individual of the population hasequal chance to be
selected.

The sample may be drawn unit by unit, either by benmg the units such
as persons, families or households of a particplpulation from the
published tables of random numbers. To ensure randss of selection,
one may adopt either lottery or refer to a tableaotdom numbers.

I Lottery method:

Suppose 20 patients are needed for an investigikdom 50 patients
attending the hospital. The procedure is simple easler for use.
All the 50 patients can be given numbers seriathyf 1, 2 to 50 on
50 pieces of papers of equal size. They can bedo&hd shuffled.
Draw out one and note the number. Replace the paéceaper

drawn, reshuffle and draw the second one. Repeatribcess till 20
numbers are drawn. Reject the cards that are diemsecond time.
The 20patients drawn thus will indicate the pasetat be selected
for the study. The 20patients selected in this reamonstitute the
random sample. Similar procedure can be followedébecting one
more group to serve as controls if need is thereeSthe procedure
Is simple and easy for execution, the proceduten@avn as simple
random sampling procedure.
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. Random number procedure:

The well utilised procedure for the selection aaadom sample of
subjects is through the use of tiables of random numbers. For all
the patients of 50, serial numbers can be giveon(fthe table
mentioned above) starting from any one of the suibjd his reduces
the bias. Total number of subjects is50 which iwadigit number.
Anywhere in the random number tables, two digit bars can be
chosen blindly.

Numbers, less than 50 may be chosen as they aile, ttwbse higher
than 50 may be divided by 50 and the remainders Ineagioted as
the numbers chosen for the sample. Number higlaer 50 could be
rejected too, making use of the rows or columnthefrandom tables
thus 20 numbers for sample are chosen.

Example: Select a sample of 10 from a population of 300 fenpatients
attending the National Hospital Abuja: three huddrs the three-digit
figure. First three rows of the random table areseim. The numbers are:

034, 977, 167, 125, 555, 162, 844, 630, 332, 576

The number selected for the sample will be 034, Bd" patient of the
subjects and (977/300, remainder 244), 30(630/3@Mainder 30),
32(332/300, remainder 32) and 276 (576/300, reneaiddo).

Thus, the number of patients to be chosen for #mepse is 34, 77, 167,
125, 255, 162, 244, 30, 32 and 276.

If there are some numbers repeated, they can beted]

The sample of desired size can be drawn in thisfwayg the population of

any size. If the population size is 55,000 and waeehto select a sample of
100, start with any five digits of random numbdsléarow-wise or column-

wise. Every time a number lower than the populahas to be chosen. If
any higher number is obtained, it has to be dividgdhe population size,

taking remainder as the number selected. If thdaannumber is 75457,

the, remainder (75457/55000, remainder is 20454b20has to be taken
as the number selected. Continue this processdiljet the sample of 100
subjects.

3.4.2 Systematic Sampling

This is a simple procedure and utilised when a detegdist of population
from which a sample is to be drawn is availables inore often applied to
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field studies when the population is large, scatteand heterogynous.
Systematic procedure is followed to choose a sarpleaking everynth
house or patient whererefers to the sample interval which is calculdigd
the following formula:

n= (Total population/ Sample size desired)
If 5 per cent of the population is taken as a sanfigm a population of
5000 households, thenis 5000/5 per cent of 5000

5000  _ _ 5000 _ 5000 _ g
5% of 5000  (0.05)(5000) 250

One random number in between 1 to 20 is chosen feoxdom number
tables. Since, 20 is the two-digit number, row-witse first number is ‘03’.
In place of random numbers, workers prefer to wségally the numbers 1,
2. , 20 on 20 pieces of papers of equal size. Omaralom can be
chosen which may be 3 or any one of the numberghdffirst random
number is 03; then the sample will consist of uniith sample numbers 3,
3+20=23, 23+20=43; 43+20=63; 63+20=83; 83+20=108 smon. Every
20" household after the third must be contacted feritivestigation. This
type of sampling is flexible and good for use ig bities like Lagos, Abuja,
Kano etc.

If one per cent of the sample is to be taken, then

_ 5000 _ (5000\ _

" 1% o0f 5000 ( 50 ) = 100.
We have to contact every I0Bousehold starting with the random number
such as five. The subsequent numbers will be 5+36005, 105+100=205;

205+100=305 and so on.

One in every two households may be taken for study.
fn=2= 5000 5000

2 0f 5000 ~ 2500
Exercise: select a systematic sample of 10 patieats the available 50
patients for a study for the assessment of the@fEness of a drug.
Sample number is x= 10
Population size X = 50
sample ofx = 10 is equal to 20 per cent of the population.

(x %100 = 29« 100 = zocy)
X ~ 50 - ev

50 50 50 50
Son = = = = = — =
20% of X 20% of 50 0.2 of 50 (0.2)(50) 10
Random number chosen (say) from random table is. f@atients to be
chosen are with numbers 4, 4+5=9,

9+5= 14; 14+5=109; 19+5=24, 24+5=209;
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29+5=34; 34+5=39; 39+5=44; 44+5=49;

The serial number of patients selected with theaissystematic sample is
as below:

4,9 ,14, 19, 24, 29, 34, 39, 44 and 49

Merits of the systemic sampling procedure are:

) Procedure is simple and convenient for use

1)) Relatively, time to be devoted and labour neededsarall: and

iii) If the population is sufficiently large and homogens and if the
numbering of the subjects is available, this mettean provide good
results.

An element of randomness is introduced into thisdkof sampling by
randomly selecting from the first ‘n’ units, theiumwith which it starts.
This is referred to as ‘Random start’, and a samplehosen is sometimes
called “Every ‘n’th systematic sample”.

3.4.3 Stratified Random Sampling

Stratified random sampling procedure is followedewhhe population is
not homogeneous. The population under study ist fiiwided into

homogeneous groups called strata and the sampiaisn from each
stratum at random in proportion to its size. Thisgedure gives more
representative sample than simple random samplng@ igiven large
population.

Example, the entire population may be divided ifdor strata based on
socio medical groups. From each stratum or socidicakgroup, sample
size fixed may be chosen in proportion to the patoh of each stratum. If
the percentage of the population group-wise otgtmawise is 20 percent,
40 percent, 30 percent and 10 percent, the sangdecan be taken in the
same proportion. If a sample size of 50 is to lkerniathe distribution of the
sample size to be selected stratum wise is 10120and 5 respectively
from the £'to the 4 strata. See details in the following table;

Population by Socio Medical Status

Details I Il 11 \Y TOTAL
Percentage af20.0 40.0 30.0 10.0 100.0
population

Distribution of| 10 20 15 5 50
sample size to be

selected
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In place of socio medical group as strata, decomposof population into
strata based on age, sex, defined areas, diseemesalso be made.
Stratified random sampling gives greater accuray/l@etter representation
to each stratum, compared to simple random sampling

Another example; Select a stratified random sarapR0 patients from the
200 given below by stratification of diseases
Stratified Random Sample by disease

Strata based on disease

Details I Il 1] \Y TOTAL
Number of patients| 100 60 20 20 200
Percentage 50.0 30.0 10.0 10.0 100.0
Sample size 10 6 2 2 20

Out of 20 patients, number to be selected stvega are;
Stratum 1 (100/200) x 20 = 50% of 20 =10

Stratum 2 ( 60/200) x20 = 30% 0f 20 = 6

Stratum iii (20/200) x20 = 10% 0f20 =2

Stratum iv (20/200) x20 = 10% of 20 = 2

3.4.4 Cluster Sampling

A cluster is a group consisting of units such dsgyes, wards, workshops
or children of a school, factories, slums of a tpett. sampling procedure
is adopted for selection of clusters. Usually, sempandom sampling
procedure is utilised in the section of clustergeAthe selection of clusters
randomly, the complete enumeration of the subjectse cluster is carried
out.

Though cluster sampling is simpler and time savimgs costlier and
provides figures with higher standard errors threndther procedures.

Generally, the clusters consist of natural groupingnd if they are
geographic regions, the sampling is referred taraa sampling.

3.4.5 Multistage Sampling
This method refers to sampling procedures carrigdim several stages
using random sampling techniques. This proceduremsployed in large

scale country wise or region wise surveys. Stagessampling at the
national level are;
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Country| States| Districts Wards| Villages | Households
Or
individuals
Stages 1 2 3 4 5 6

Stage wise sampling procedures are to be utilibedhfe selection of the
households or subjects.

3.5.6 Multiphase Sampling

In this method, part of the information is collettieom the whole sample
and part from the sub sample. In health examinaigvey among school
age or children, all children in the selected sthab be surveyed in the
first phase. In the second phase for blood exammabr for X-ray of the
bones for maturity, a sub sample will be chosethesecond phase or the
third phase. Number in the sub-samples in tAtahd 3 phase will
become successively smaller and smaller. Surveyumh procedure is
likely to be less costly, less labourious and nmmrposeful.

3.4.7 Purposive Sampling and Quota Sampling

If some characteristics of the population are kn@sra result of previous
surveys, samples are chosen by purposive selectisra result, certain
features of sample selected purposively are likelially with those of the
population. Also due to scarcity of time, limitatiof the investigation and
scarcity of funds, samples of subjects are chodatrarily without random
choice. As a result, representative characterist€sthe sample are
subjective. Inference based on the results ofghrposive sample may be
limited in nature.

Example of the purposive sampling is QUOTA samplivtgch is utilised
in USA.

As per this method, the investigator or the intmer is given instruction

about certain characteristics (such as age, seksatio medical status of
the subjects to be selected); the proportion imouargroups being chosen
to agree with the corresponding proportions ingbpulation. It is possible

with this method to have serious discrepancies éetmthe sample and the
population. It may arise in respect of some charattcs which have not

been taken into account. With this sampling procedbere is nothing to

give general confidence about the representatigeakthe sample. Many
investigator biases are likely to occur.
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4.0 CONCLUSION

It is not possible to include each member (samplind) of the population
in an experimental study or enquiry or examinetadl millions people in a
particular nation such as Nigeria to find the ptenae of a given disease or
the efficacy of a drug in all the patient sufferifigpm such disease.
Covering the entire population may be less accubatsause a large of
number investigators is required to complete sudhuge task. As their
uniformity and correctness may vary, collection Iwhe costly, time
consuming and labourious, hence the necessityrf@paropriate sampling
technique. The population or universe must clednty defined before
drawing sample. In this unit we shall focus on twb the principal
functions of sampling which is thestimation of population parameters
(mean, proportion etc.) from the sample statisdiod precision vis- avis the
different sampling procedures.

5.0 SUMMARY

In this unit you have learnt the following:

. Generalised sampling characteristics in researadmnohg and
implementation.
. Meaning of precision (sample size and its detertiona
. Unbiased characteristics during sampling.
. Different Sampling procedures:
> Simple Random Sampling
> Systematic Sampling
> Stratified Sampling
> Clustered Sampling
> Multistage Sampling
> Multiphase Sampling
> Purposive Sampling and Quota.

6.0 TUTOR-MARKED ASSIGNMENT

=

Why is sampling important in research?

2. What are the methods available for estimating sarsizke in
a) Statistical research problem involving quantitatlzta?
b) Statistical research problem involving qualitatdsga?

3. Write concisely on the following sampling procedsire

) Simple Random Sampling

1)) Systematic Sampling

i) Stratified Sampling
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Ilv)  Clustered Sampling

V) Multistage Sampling

vi)  Multiphase Sampling

vii)  Purposive Sampling and Quota.
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1.0 INTRODUCTION

In this unit we shall consider the definitions @ita, types of data, such as
primary and secondary data, meaning of the termserghtion and
observational units, experiments and surveys, blsa etc.

2.0 OBJECTIVES

By the end of this unit, you will be able to:

) list the types of data
) define observational unit
o explain demographic data collection.
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3.0 MAIN CONTENT

3.1 Whatis Data?

A set of values recorded on one or more observatiomts. For this reason
it becomes necessary to appreciate and fully utatedtsthe definitions of
the terms observation and observational units.

3.2 Observation

This simply refers to an event and its measureng&unth as Human Heart
beat (event) and 72 beats / min (measurement).

3.3 Observational unit

The source that gives observations, such as olgerdpn, etc. is refered to
as observational unit. In medical statistics thentendividuals or subjects is
used more often. Sequel to an appropriately defresdarch problem and
design is data collection. Normally there are tyes of data viz;-

)] Primary Data
1)) Secondary data

Primary Data: These are virgin, brand new or fresh data cakdor the
very first time.

Secondary data These are data already collected, analysed avzkpsed
by someone else. The researcher based on his/hesr esatement of
problem and study design has the choice of pringata collection or
secondary data collection/compilation.

3.4 Experiments and Surveys

Normally primary data are collected when experimmare conducted at the
course of research. During a particular investagata variable under test is
isolated and its effect or effects is/are measuvetuntarily by the
researcher. This is what we refer to as experiment.

3.5 Variable

This is a characteristic that takes on differeriie@s in different personglaces

or things. A quantity that varies within limits $uas height, weight, blood
pressure, age, etc. it is denoted as X and noté&dioarderly series as X1,
Xo, X3, X4y, X5, ...... Xn . The suffix n is symbol for number in the series.
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3.6 Survey

Is a research method that involves securing infionmaconcerning a
phenomenon under investigation or study from alkelected number of
respondents of the universe concerned? There arerasedifferences
between survey and experiments. These can be susachas shown in the
table below;

Table 1.1 Differences between Survey and Experimeat

SURVEY EXPERIMENT

Conducted in descriptive study Part of experimergséarch study

Involves larger samples, usually limvolves small samples
cross-sectional studies

Concerned with describing,The researcher measures the effects

recording, analysing, andf experiments which he voluntarily
interpreting conditions that exist pconducts.

existed.

Mostly applicable to social andviostly applicable to physical and
behavioral sciences natural sciences.

Suitable for field research Suitable for laborgt@search

Concerned with

3.7 Collection of Demographic Data
The different sources of collection of demograptata are;

Population census

Records of vital statistics
Records of health departments
Records of health institutions
Records of health surveys
Periodic publication by;

okl wNE

I World health organisation

. Registrar general of Nigeria

iii. Directorate general health services {DGHS}, Abuj@ H.
Iv. State health directorates

7. Miscellaneous including other health services agsnand medical
establishments like hospitals and nursing homes.
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4.0 CONCLUSION

Data is a set of values recorded on one or morereagonal units.

Observation simply refers to an event and its nremsents as

observational unit which is the source that giveseovations. There are
two types of data viz; - Primary data and Secondkata. In experiments
and surveys primary data are collected when exgerisnare conducted at
the course of research. While Variable takes chargtic that takes on
different values in different persons, places argh

5.0 SUMMARY
In this unit we have learnt about the following:

. Types of Data viz;- Primary and Secondary
. Observation

. Observational Unit

. Experiments

n Surveys

. Variables

. Demographic data collection

6.0 TUTOR-MARKED ASSIGNMENT

1 Differentiate between primary and secondary.data

2 What is the meaning of Data?

3 In tabular form only, show the differences betwesurveys and
experiments.

4 How would you collect demographic data?
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INTRODUCTION

It is an important source of health information.eTkotal process of
collecting, compiling and publishing demographicomomic and social
data at a specified time or times pertaining topailsons in a country or
delimited territory is called a population censudN( handbook of
population census methods). In good old days, cems&s carried out to
count people for taxation and army recruitment. Nous carried out to
assess the national needs and plans programmdisef@eople’s welfare.
Characteristics features of the census are:

1.

Full account of population which include eachl &very individual
and it is carried out at regular intervals. In Nigea census was
concluded in the year 1963 and the next in 1978ceSthen it is
being done every ten years and the last one wagicted in 1983.

It pertains to a particular territory and théormation is collected by

making house to house visit on the specific databe first quarter
of the first year of each decade.
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The census in Nigeria is conducted under which Gowent is responsible
for appointing a census commissioner. In practice,registrar general of
Nigeria is assigned amex-officio charge of census commissioner. The
overall census plan is prepared in conformity wigrinciples and
recommendation for national population census efuthited nation’.

2.0 OBJECTIVES
By the end of this unit, you will be able to:

discuss events that characterise census prepardtasg

list types of topics covered during census

explain the uses of population census in publidthea

keep records of vital statistics

explain sample registration system (SRS)

discuss geometric progression method also as antdblenique or
GP technique.

3.0 MAIN CONTENT

3.1 Census Preparatory Phase

In the preparatory phase, the census commissiahgs klaborate data base
conferences and gives a wide publicity to educatgpfe on the importance
of census. Preparation of census schedules andpitetesting pilot study
and training of enumerators etc. are carried out.

Actual census with a prefixed data (usually marthi8 preceded by house
listing operation in which household schedule isnvessed. These
operations take approximately one year.

3.2  Types of Topics Covered
Topic covered are essential the following;

I Total population at the time of census

. Age, sex composition and marital status

iii. Language spoken education and economic status

V. Fertility i.e. number of children born alive betweivo censuses to
all women up to the date of census

V. Citizenship, places of birth urban and rural popaies.
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The items in (i) and (ii) are collected invarialyany census while those
in (iii), (iv) and (v) are often collected. The ciges in the schedules are
made from census to census depending on the infimmaeeded.

3.3 Uses of a Population Census in Health Matter

I The census determines population of an area wlchd basis for
calculation of health indices such as birth, feytildeath, morbidity,
marriage rates, etc.

. All health services are planned and community messare adopted
as per nature and size of the population.

iii. Average rate of growth of population per year immpated from the
population enumerated in two census years.

V. Knowledge of population distribution helps in plamn of the other
welfare services such as provision of schools, amplges, food
supplies etc.

34 Records of Vital Statistics

Another important source of vital statistics in aoguntry is the civil
registration system of that country. Civil regisiva system in almost all
countries of the worlds has is very long historysullly it has a legal
backing with varying machineries, systems of rdpgrt proforma for
reporting mode of collecting information etc.

John Graunt (1620-74). The father of vital statstanalysed London bills
of mortality i.e. records of baptism, burials andrrmages at the churches,
kept by the parish authorities and brought out irtgra facts about births
and deaths. Williams Farr is another great name staded as a compiler
in England in 1839, and made notable contributianndy 40 years of his
services in development of vital statistics as rega notification,
registration, analysis and interpretation.

The history of registration in Nigeria dates back the 19th century.
Initially only deaths began to be registered witle implicit purpose of
assessing the health position. Local health offemdlected these data and
passed them on to the sanitary commissioner ofjdhrernment of Nigeria.
The year 1873 can be regarded as the landmarkoyehe history of civil
registration in Nigeria because it was in that yeéwat Bengal deaths and
deaths registration act was passed. This was latapted by the
neighbouring states of Bihar and Orissa, and was @@ the formulation
of act by the presidencies and provinces, in subm#qyears. The
registration practices and procedures obtaininglifferent parts of the
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country varied widely. Nevertheless, with passafeime vital statistics
became the responsibilities of the state heal#ctbrates. At the grass root
level, the local registrars were drawn from eittiex police department or
the revenue department or the education departrheter on, after the
advent of the government (1960-62), registratiomkweas also assigned to
the secretaries of village Panchayats in a fewestdn urban areas, the
responsibility for registering vital events alwayssted with municipal
Corporation or municipalities.

As will be seen from above, there was a greatrdityein procedures and
practices (including the registration machinery)different areas of the
country. In order to obviate the problems arisingnf multiplicity of act
and rules governing civil registration in differeparts of the country, a
central legislation of the subject ‘registrationtmiths and deaths act’ was
brought forward in 1969, which makes the registraf births and deaths
compulsory within the period specified under rullesned there under by
the state governments. It came into forces fromilApr1970. It may be
clarified that the statutory and executive respahti for registration
activities develops under this act with the stattharities. The motivation
for bringing forward the central legislation wasititroduce standardisation
in the concept and definition used in the collettmf information. The
registrar general of Nigeria, a statutory authoappointed under this act,
has the responsibility for issuing general direttioand for co-ordinating
and unifying the activities of state chief registrehowever, the data
collection machinery continued to be the same é&srbe.e. different state
has vested the responsibilities for registratioditterent departments, e.g.,
health, revenue, economic, statistics and withpttowiso of a minimum of
three-tier hierarchy comprising of chief registristrict registrar and local
registrars.

Data on vital events collected from the peripherg the local registrar are
passed on to district registrar who, in turn, setign to chief registrar.
The chief registrar of any state or UT has theustay responsibility for

preparing an annual report on the functioning o tvil registration

system an annual report on the functioning on thik registration system,

an annual statistical report and for submissiondata to the registrar
general, statistical Nigeria.

The forms and the period for registration of birtthsaths, and still births or
the certification of deaths by the attending dactbave been prescribed
under rules of the state, which are framed to cautythe purpose of the
act. The registration is made compulsory, genenaitiiin 14 days ofbirth
and sevemlays of deaths. A default in reporting can attract fine up to $s.

52



PHS 421 RESEARCH METHODSIN PUBLIC HEALTH

3.5 Civil Registration System in Nigeria

As in most developing countries has not been fonetg satisfactorily and
has serious under recording mainly because oéridlty and lack of much
need for having the extract of records. The cegistration system in many
states does not net of exceeds even three peoteial events though in
some of the progressive states like kerala, registr efficiency exceeds
80per cent. It is observed that data obtained freoords maintained in
routine registers falls short of the actual. Inwief the lack of dependable
data on civil registration system, and non-recegbteeturns from the birth
and deaths registrar, the general registrar, Nigemas introduced two
schemes to monitor the level of registration asdatiability. These are:

I Sample registration scheme(SRS)
. Model registration scheme(MRS renamed as survegaokes of
deaths.

3.6 Sample Registration System(SRS)

The main objectives of SRS, introduced in the yE264, are to provide
reliable estimates of births and deaths at thes statd national levels of
rural and urban areas separately. However, SRSpatsades information

on other various measures of fertility and monalithe field investigation

of SRS consists of different enumeration of birtéim&l deaths in sampled
villages/urban blocks by a resident part-time emanoe preferably a

teacher and independent retrospective surveysflly/tane supervisor.

The data thus obtained by these two sources aratched and partially
matched events are re-verified in the field to gat unduplicated and
complete count of all the events. SRS now covertitire country.

The sample design is random stratified samplingtha rural areas.

Stratification is done on the basis of natural glom and population size
classes. Each natural division within a state hasnbconsidered as a
stratum and further stratification has been dongyimuping the villages

into population size classes. In the urban ardesjfecation has been done
on the basis of population size of cities and tawige sample unit in rural

areas is either a village (if the population isslésan 2000) or a segment of
a village (if the population is 2000 or above). T¢wmple unit in urban

areas is a census enumeration block with an avepagalation size of

750.SRS coves approximately six million populations4149 rural and

1873 urban i.e. a total of 6022 sample units.
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An enumerator is required to send a monthly report the state
headquarters in the state headquarters in theviestk of the following
month. On the basis of the monthly reports recefvech the sample units,
the state headquarters are required to preparasoladated monthly report
and forward the same to the office of the regisgereral by the end of the
following month.

At the national level, the vital statistics diasi of the office of the
registrar general, Nigeria, co-ordinates the imm@etation work,

formulates and prescribes necessary instructiodsgaidance undertakes
tabulation and analysis of data and their dissetimnalatest birth, death
and infant mortality rates are given

Ref: sample registration system 1984, vital stagstlivision, office of the
registrar general, Nigeria, ministry of home aaiAbuja

3.7 Natural Increase Method

Natural increase implies the difference betweemneiase population due to
births and immigration and decrease due to deatbseaigration over a
period of time- for instance, one year or six yedtss can be added to the
previous census population to get the mid-term fadfmun of a particular

year up to which the net increase has been cadcllat

This requires reliable recording as done in dewadogountries like
England and Wales but not in developing countrikes India. Moreover,
by this method, the post censal or future poputat@annot be projected.

3.7.1 Arithmetical Progression or AP method

Here it is assumed that there is equal increasé gaar and average
increase per year is calculated in the inter-cepsabd of 10 years such as
between 1981 and1991.

Population of any year or up to a particular metdkt census population
+ period in years and month after the last censostimand year*yearly
increase.

This method is adopted for its being simple to finigr-censal population.
It is like simple interest and pays no regard tactilation in births, deaths,
immigration and emigration. To calculate the heatitiices for any year
mid-year population is used as denominator, thopgpulation for any
month in the year can be calculated if need be.fétmeula applied is:
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Pt=P0+rt

Where t is the period in years after the last cenBuis the population at
the required time i.e., t years after the last usn® is the population of
last census and r is the annual increase rate.

Example

The population of Abuja as per march 1, 1981 wa2@2000 and as per
march £,1991. Census was 94,21,000. Calculate the mid{yepulation
in 1996 and 2001.

Increase in 10 years =94,21,000-62,20,000=32,01,000

Average increase per year =32,20,100

To determine the mid-year population of 1996, ddelihcrease at the rate
of 3,20,100 for five years and four months frofh rarch, 1991 to 30
June,1996.

A. Mid-year population in 1996
=94,21,000+3,20,100*5+3,20,100*1/3(1/3 means 4 imoftom £
to 30" June) =1,11,28,200
Similarly, to calculate mid-year population in ye2001, add the
increase at the rate of 3,20,100 for 10 years andrhonths from %
march, 1991 to June 1991.

B. Mid- year population in year 2001
= 94,21,000+3,20,000*10+3,20,100/3
=94,21,000+3,200,000+1,06,700
=1,27,28,700

3.7.2 Geometrical Progression or GP Method

It is based on the principles, population begetsufation. In AP method
constant increase throughout was assumed whildig) assumption is
made that the percentages or per person rate whlgremains constant. It
Is calculated like compound interest. If a popuwolatigrows from one
million to three millions in one year, next yeagiows from three million
to nine millions and so on i.e., as per geomede of growth.

Suppose pis the population of any census year and r isatireual increase
per person in inter-censal years an(bgpulation after t years) is to be
found. The formula applied is:

Pt:Po(:I-"'r)t

At the end of the year it becomegPHr)

At the end of two years=jpL+r)
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At the end of ten yearss@+r)
So, at the end of t yearsgP+r)
It is easy to calculate with the help of log tables

Examples

I Census population of Abuja or® Imarch, 1981 and 1991 was
62,20,000 and 94,21,000, respectively. Calculate thid-year
population of Abuja in 1996 and 2001.

If ‘r denotes the rate at which the populationregases in geometric
progression per year. The first step would be tkuate
Population has gone up in 10 years from 62,20,0@21{21,000.

r.

Population on % march, 1991= population on 1 march,
1981*(1+r)°
94,21,000262,20,000*(1+1f)

A. taking logarithm
log94,21,000= log 62,20,000+10log(1+r)
log9.421+3log 10= log622+4log10+10log(1+r)
3.9741+3=2.7938+4+10 log (1+r)
Log (1+r) =0.01803
After march 1991 in five years four months, the +yeér
population in 1996=94,21,000 (13H)?
Taking log, we get log (mid-year population in1996)
=log 94,21,000+ {5+1/3} log(1+r)
= 6.9741+16/3*0.1803
=7.0702
Taking antilog, mid-year population becomes
=1,17,60,000

B. similarly, the mid-year estimated in 2001
=94,21,000 (1+ff**?3
Taking logarithms
Log (mid-year population in 2001) = log 94,21,000+
{10+1/3} log (1+r)
=6.9741 +31/3* 0.01803
=7.1604
Taking antilog, we get mid-year population in 2001
= 1,44,60,000
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the population of Nigeria as pef harch, 1981 was 685 million and
as per 1 march, 1991 census, population was 844 millioric@ate
the mid-year population in 1996 and 2001

Increase in 10 years = 844-685= 159 million

Average increase per year = 159 =15.9million

10
To determine the mid-year population of 1996, dugl increase at
the rate of 15.9 million for five years front' narch, 1991 to i
march, 1996.
Mid-year population in 1996= 844+15.9*5+15.9/3=%3nillion
+5.3
=928.8 million
Similarly, to calculate the mid-year population2@01 add 15.9 per
year from ' march, 1991 to *1 march, 2001plus increase of 4
months till mid-year at the end of June.

Mid-year population in 2001

= 844+15.9*10+15.9/12*4=948.3 million
Census population of Nigeria off tharch, 1981 and®Imarch, 1991
was 685 million and 844 million respectively. Esdit@ the mid- year
of Nigeria for 1996 and 2001.

If ‘r denotes the rate at which the populationrgeses at geometric
progression per year, the first step would be tlwutate for ‘r'.
Population has gone up to 10years from 685 milico844 million

Population on ¥ march, 1991= population on 1 march
1981*(1+r)°
84,40,00,000=68,50,00,000 (1*%r)

Taking logarithm on both sides, we get

Log 84,40,00,000=log 68,50,00,000+10 log (1+r)
= log (844*1000000) =log (685*10,00,000) + 10 Idg¥)
= log844+6 log 10=log 685+ 6 log 10+ 10 log (1+r)
2.9263=2.8357+ 10 log (1+r)

10 log (1+r) = 0.0906

Log (1+r) = 0.00906
After
1996=84,40,00,000(1+t)

Taking log,

Log (mid-year population in 1996)
=log 844+ 6 log 10+ 5log (1+r)
= 2.9263 + 6 + 5*0.00906
=8.9716

March 1991 in five years the mid-year popuat in
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Taking antilog, the mid-year population of Nigemal996 comes to 936.7
million.
Similarly, the mid-year estimated population of 200
= 84,40,00,000 (1+f)

Taking log
Log( mid-year population in 2001)

=log 844 + 6log 10 + 10 log (1+r)

= 2.9263+6+10*0.00906

=9.0169

Taking antilog, the mid-year population of Nigeria in 2001 comes to
1,04,00,00,000 i.e., 1040 million.

The reader is notified that the above populatioltwated is till March
1996 and 2001. He should add population increas&to months by the
same method using t=1/3 years and add to the ataleelated value to get
exact mid-year population till the end of June 1886 2001, respectively.
Based on principle of compound interest, geometrical progression or
increase is a better method to follow. It gives higher estimate of post-censal
and lower estimate of inter-censal period than AP method. The same is
noticed in example 1 and 2, where post-censal population of Abuja or of
Nigeria, respectively will be found higher, and in the inter-censal, will be
found lower if calculated in 1976.

3.7.3 Growth of Population (Natural Increasé

It is often required to calculate the yearly grow#tie of population in
family planning and demography. It may be foundsoptracting annual
death rates from birth rate per thousand. Somefinteis expressed in
percentage.

The population in Nigeria has been rising by 2.2886 year in 1981-91

decenniums against the annual rise of 2.22% ari$d i8 the previous two
decades i.e.1971-81 and 1961-71 respectively.
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Fig.2.1: Population Growth Rate

Table 2.1: Growth Rate

YEAR |[PERSONS | MALE | FEMALE | SEX
(MALE/FEMALE)

1981 685.18 357.38 333.77 1071
1986 761.07 392.79 368.28 1066
1991 837.28 431.33 405.59 1062

It is seen from the table and figures that declohegth rate is much smaller
as compared with increases in birth rates; nea&@l@6& million people were
being added every year in the decennium 1981-911996, estimated
population was 500 million. With birth rate of 4Bete were 20 million
births and with death rates reduced to 16, there &enillion deaths. Thus,
the increase in population went up by 12 milliomigg growth rate of 24
per thousand. As per sample registration schenfdigeria, in 1993, the
crude births rate was 28.5, crude death rate 3dzhatural growth rate was
19.3 per thousand.

3.7.4 Population Density
It is defined as number of people living in oneagukilometres area. Itis a

good indication to assess the slow or rapid in&eascongestion due to
population growth over different period of time. tWian unplanned
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increase, the health of people is affected, theratmrbidity and mortality
rates goes up.

Population density has to be compared among diffdosvns or regions to
study the congestion.

Example

Area of Nigeria is 31,60,789 sq. kilometres andgbpulation in 1981 and
1991 censuses was 683 and 843 million, respecti@diculate the rise in
population density.

Density in 1981—6:8’33’29’097

31,60,789

=216/sq. km

Density in 1991 223930801 267/sq. km

31,60,789

Rise in density = 267-216=51/sg. km in the decade

Density in 1901, was 77 per sq. km. with increasgapulation decade
wise, it rose to 82,81,90,103,117,142,177 and 214981. In the year
1991, it went up to 267 (source: provisional popatatables. Census of
Nigeria)

Density of population in a town may be calculatsdparson per room to
determine overcrowding. Density ratio of over twergopns per room is
indicative of overcrowdingstudies have revealed that general morbidity
and infant mortality rates are correlated with overcrowdings

4.0 CONCLUSION

Census is an important source of health informatfidre total process of
collecting, compiling and publishing demographicomomic and social

data at a specified time or times pertaining topailsons in a country or
delimited territory is called a population censudN( handbook of

population census methods). It entails full accoohtpopulation which

include each and every individual and it is carmed at regular intervals.
In Nigeria, a census was concluded in the year H3@Bthe next in 1973.
Since then it is being done every ten years andateone was conducted
in 1983.it pertains to a particular territory ai@ tinformation is collected
by making house to house visit on the specific flatethe first quarter of
the first year of each decade. The overall cendas |5 prepared in

conformity with ‘principles and recommendation feational population

census of the united nation’.
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5.0 SUMMARY
In this unit we have learnt the following:

Events that characterise census preparatory phase

Types of topics covered during census

Uses of Population census in public health

Records of vital statistics

Civil Registration System in Nigeria with respexiGensus

Sample Registration System (SRS)

Natural increase method as example of appraishhigae used in

census

. Arithmetic Progression Method as another technique AP
Technique

. Geometric Progression Method also as another tgqabnor GP
Technique

. Population Growth Technique or Natural Increasenoe:t

Population Density Technique

6.0 TUTOR-MARKED ASSIGNMENT

Write exhaustively on census and its Modus Operangour Country of
origin.
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UNIT 3 LIFE TABLE
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1.0 INTRODUCTION

Under the measures of mortality descried in thevipts chapter, an
important measureExpectation of life’ at birth or at any other age was
not discussed. This involves the use of life taklech is a particular way
of expressing death rate experienced by a particp@pulation at a
particular period. Life table is a special typecohort analysis which takes
into account the life history dfypothetical group or cohort of people that
decrease gradually by death till all the membethef group died. It is a
simple device not only for mortality but for othatal events like natality,
reproduction, chances of survival, etc.

2.0 OBJECTIVES

By the end of this unit, you will be able to:

. discuss life table
o state how to apply life table
. construct a life table.

3.0 MAIN CONTENT
3.1 Uses and Application of Life Table

1. To find the number ofsurvivors’ out of 1000 or 10000 or over,
birth or at any age thereafter say:
I. At the age of five to find the number of childréikely to enter
primary school.

63



PHS 421 RESEARCH METHODSIN PUBLIC HEALTH

. At the age of 15 to find number of women eirtgrfertile period or
find the number of adolescents entering the comiyuni

iii. At the age of 18 to find the number of persamho become eligible
for voting; at 55 or 58 or 60 who become eligile pension: and at
65 and over to assess the geriatric problems dnt®olike income
tax benefits, railway concession, etc.

V. At the age of 45 or above to find the numbémomen reaching
menopause.

V. Survival at different ages of women in fertperiod and birth of
female children from the age 0 to 15 which help8niding age wise
fertility rate, net reproduction rate, etc.

2. To estimate the number likely to die after joinisgrvice till
retirement, helping, thereby in budgeting for pagtm@wards risk
or pension.

3. To find expectation of life or longevity of lifet &dirth or any other

age. Increase in longevity of life means reductiomortality. Thus,
life table is another method applied to compare tatity of two
places, periods, professions or groups.

4. To find survival rate after treatment in a chrordsease like
tuberculosis and cancer or after cardiac surg&eybiypass or heart
transplantation by modified life table technique.

In short, life table helps to project populatioriireates by age and sex.
William Farr called it ebio meter of population.

Table 3.1 indicates the longevity or expectatiobiahs or deaths by sex of
different state of Nigeria worked out from 1986-90
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Table 3.1: Longevity or Expectation of Births or Daths

States Males Females Person
ADAMAWA 58.2 6D 59.1
ABIA 53.7 54.2 53.6
BENUE 55.7 53.6 54.9
BENIN 57.0 58.8 57.7
BORNO 62.2 62.2 62.2
CROSS RIVER 62.4 2.8 62.8
DELTA 60.4 62.6 61.1
ENUGU 66.8 72.3 69.5
EDO 53.7 53.0 53.0
ZAMFARA 61.2 63.5 62.6

3.2 Construction of a Life Table

To construct a life table, two things are acquired;

1. Population living at all individual agesin a selected year.
2. Number of deaths that occurred in these ages during the selected
year.

Selected year should be the most recent one fathndagcurate statistics is
available.

Basic element of life table isge. probability of dying from ageyxo x; X»,

P CTPI to X,. It is computed per person for each year or f@nsof years.
Calculation of death rate is based on mid-year |[ajom. To calculate the
mid-year population for first 24 month of life, m=especial attention as the
death do not occur uniformly in this period.

From third year onwards, mid-year population ikglated easily because
deaths are more or less evenly distributed. Hadf dbaths occur by 30
June, so half of death can be added to the popnlafi cohorts that started
life (1,) at any age to get mid-year population. Persomsykeed (L)) is
also easy to calculate. It will be equal tor1/2d,

During infancy and early childhood, mortality chasgrapidly with age
even within the interval of a single year.
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Hence, presumption of equal distribution of death$wo halves of first
two years is not valid.

To calculate mid-year population following assuraps for two halves of a
year are considered useful (x implies age, in itfs¢ year of life)

><0-6m X 6m-12m
X12m :X18-24m

. .0.7.0.3 (\in the first year of life)
. .0.6:0.4 (in the second year of life)

Xoy-25y: X2 5yxay: - 0.5.0.5 (inthe third year of life onwards)

Computation of mid-year population in any year jpars of years as well as
of person- years contributed tQ ly d, is done by demographers on these
assumption depending on the infant toddlers meéytalnd availability of
records, etc.

P, i.e., probability of survival is equal to 1-ecause total probability is

one (1).

Imagine a cohort of 1,00,000 new-borns, startifegtbhgether. Subject them
(10) and the survivors at each age) (tb the mortality rates of the selected
yeatr, till all members of the cohort die.

Table 3.2 Mortality Rates

Age

Number
Started life
1,

2

Number No.of Total Expectation
Died person- | Person- | Of life
years years
lived lived
Dy Ly Ty Ex
3 4 5 6
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0 1,00,000 | 10,000 92,500 | 92500 ELy
1 90,000 2700 88650 181150 | L,
2 87,300 1746 86427 267577
3 85,554 1711 84699 352276
4 83,843 1258 83214 435490
5 82,585 991 82090 517580
6 81,594....
And so o

Indicate age x by suffixing the number of yearsthta foot such asx

X1 Xn survivors % at different ages ag 11 1o ... In, number died
dkasd d ......... d, years lived Jas LI, ....... l, and total years lived as
tastty .......... h

Column x indicates the age at which cohorts stifet duch as at birth
indicated by O or at any age after that such atoage age two and so on.

Column 1 gives the number thatarted life at any particular age such as
100000 at birth, 90000survivors at age two andrso o

Column d is the number died in each year, such as 1000@iriist year
from age 0 to age 2700 in the second year and ih7d third year and so
on. This number is found at the specific mortaldte at each year, e.g., in
the first year from age O to age one, 10000 dietheinfant mortality rate
of 100 per 1000. Deaths in th& 239 4" 5" 6" year of age are calculated
in the above table at the specific deaths rate f 28, 20, 15 and 12
respectively.

Ly, column gives the estimated total number of pengearslived by the
cohort at each age. It will always be more thandimeivors at the end of
any particular year because all do not die in #grmning of the year. They
live for some days or months in each year beforgidee.g., in the first
year, 10000 died and 90000 survived (1,00,000-10@®@his year most
deaths occur in the first week and first month ksg and less later, even in
the countries with high infant mortality rate suels 100.it may be
presumed that 10000 before death, lived for threaths on an average so
they contributed (3/12*10000) 2500 years. Thusgltgears lived L in the
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first year will be 92,500 (90000+2500). In subsedugears, it is presumed
that a person lives for half a year on an averagerb death. Lor number
of years lived up to the end of second year will &300+1/2 of
2700=88650 and so on.

Column T, gives the total number of years lived till any aggj., 1,00,000
that started “life, lived 90,000+2,500=92500 yagrd4o age one as entered
under column opposite age one, sameias L

Up to the age two, total number of years lived w#l L, till end of first
year 92500 + L i.e., years lived till the end of second year, $H86=
1,81,150 as entered opposite age two.

Up till the end of five years,sEL; + L, +L3 + L4 +L5 (92500 + 88650 +
86427 + 84699 + 83214= 4,35,490), 0r total years lived up to age 50
will be the total years lived by the starters 5ill years passed {l+ L, +
,,,,,,,,,,,,,,,,, Lsg). final T,, when all cohorts die off, will give the number of
years lived by 1,00,000 that started lifg).(l

The mean expectation or longevity of life, i.e.eege number of years a
person is likely to live at age O or at any agerattat is denoted by,.ethis
Is obtained by subtracting the year already livednfthe final total number
of years lived and dividing the balance by the nandf starters at the age,
longevity is desired to be calculated.
Ex=EL. = sum of person-years lived till age x
l,number of starters
mean or average expectation of lifg)(ean also be found at any age (x)
from the survivors column by the formula-
&= sum of } column excluding those starting life +1/2
number that started life
sum of | gives the total person years lived. dividing by thumber of
starters. Gives mean years lived per person.
Half year is added as an average period lived aftempletion of the last
year.
Longevity of life can also be calculated from tleduenn of died, ¢ by the
formula

Bt 1/2+0 ¥ 1Y %+d*2 ... ... +dn'
Number That Started life

Number of years lived by the deceased in each grangp found by
multiplying the deaths by age +1/2years i.¢*,(d+1/2). The domeans the
number of death that occurred in the first yealifeffrom age 0 to age 1.
When multiplied by 1/2, it gives the number of yehlved by the deceased
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in the first year. The,g, means the number of deaths in the second year.
When multiplied by 1 ¥ it gives the number of yelared by the deceased

| n the second year, and so on. Thyssaumn can also give the number of
years lived by all before death. This is more lals than the calculation
from 1,.

Life tables can separately be prepared for sgxedessions, places and
periods and comparisons made on the basidif@fexpectancy Such
comparisons are independent of age and sex conguosit

Cohort analysis by life table can be used as a umneax total fertility. Start
with a cohort of women in child bearing age andjecithe age groups to
different fertility rates of most recent years dfiah fertility are available.
Net reproduction rate (RRR) described is also dated by life table
method.

Population and death for ages 0-4 are given intdlie below suppose
10000 children start life, make a life table foeirth and find the number
surviving at each successive birthday till tHe 5

Table 3.4 Life Table

AGE POPULATION DEATHS
0- 4151 70

1- 4792 16

2- 4797 6

3- 4998 4

4-5 4798 4
Solution

In the first of life, all the 70 deaths did not acon the first day. Probably,
7/20" died by mid-year, therefore mid-year populationficst year would
have been 4151 + 7/10*70=4200. Then the chancginger person i.e.,
D,=70 = 0.0167. Thus, 167 Jaut of 10000 would actually die,

4200
So the number of survivor entering life fd¥ gear is 10000-167= 9833
After the first year, we presume that half the Hemdcurred before and half
death occurred after six months. When 16 deathsroet, they lived eight
years more. These eight years has to be addedde that reached second
year, i.e., 4792+8=4800 chance of dying per persd6/4800 = 0.0033.
Multiply 9833 by 0.033 to find nhumber died at trexsnd year at this rate,
9833*0.033=32. Population surviving to start thedhyear of life will be
9833-32=9801.
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Calculate the number of deaths out of 9801, andlasiyy the number of
those starting life in the fourth and fifth yearslite and find the number
that survive to start in the sixth year and fifitthay

4.0 CONCLUSION

Expectation of life’ at birth or at any other agealves the use of life table
which is a particular way of expressing death ratperienced by a
particular population at a particular period. Ltéble is a special type of
cohort analysis which takes into account the lilgtdny of hypothetical
group or cohort of people that decrease gradually by death tillttze
member of the group died. It is a simple device ardy for mortality but
for other vital events like natality, reproductiamances of survival, etc. In
life table we address issues like Uses of Life €alBlpplications of Life
Table, and Construction of Life Table.

5.0 SUMMARY
In this unit we have learnt about the following

. Uses and application of life table
) Construction of life table

6.0 TUTOR-MARKED ASSIGNMENT
Explain the two things required to construct a téble.
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1.0 INTRODUCTION

The data, after collection, has to be preparedafalysis. The collection
data is raw and it must be converted to the forat th suitable for the
required analysis. The results of the analysisaffiected a lot by the form

of the data. So, proper data preparation is a tougtt reliable results.

2.0 OBJECTIVE

By the end of this unit, you will be able to:

) explain the following steps as they concern daggparation:
guestionnaire checking

editing
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coding

classification

tabulation

graphical representation
data cleaning

data adjusting

missing values and outliers
various types of analysis.

3.0 MAIN CONTENT

3.1 Questionnaire Checking

When the data is collected through questionnaites,first step of data
preparation process is to check the questionnditbey are acceptable or
not. This involves the examination of all questiames for their

completeness and interviewing quality. Usually thigp is undertaken at
the time of data collection. If questionnaire chiegkwas not done at the
time of collection, it should be done later. A gimsnaire may not be
acceptable if:

1. It is incomplete partially or fully.

2. It is answered by a person who has inadequate letlgel or does
not qualify for the participation.

3. It is answered in such a way which gives the imgioges that the
respondent could not understand the questions.

4. If sufficient number of questionnaires is not adedpthe researcher

may like to collect more data.

3.2 Editing

Editing of data is a process of examining the ctdld raw data (especially
in surveys) to detect errors and omissions and diteat these when
possible. As a matter of fact, editing involves areful scrutiny of the
completed questionnaire and/or schedules. Edisrdpne to assure that the
data are accurate, consistent with other fact gatheiniformly entered, as
completed as possible and have been well arramg&tilitate coding and
tabulation.

With regard to points or stages at which editingusti be done, one can
talk of field editing and central editingield editing consists is the review
of the reporting forms by the investigator for cdetipg (translation or
rewriting) what the letter has written in abbregg@nd/or in illegible form
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at the time of recording the respondent’ respongbis type of editing is
necessary in view of the fact that individual wri styles often can be
difficult from others to decipher. This sort of #dg should be done as
soon as possible after the interview, preferablytlenvery day or on the
next day. While doing field editing, the investigaimust restrain himself
and must not correct error of omission by simplyegging what the
informant would have said if the question had basked.

Central editing should take all forms or schedules have been ceteghland
returned to the office. This type of editing imglithat all forms should get
a thorough editing by a single editor in a smalidgt and by a team of
editors in case of a large inquiry. Editor(s) mayrect the obvious errors
such as an entry in the wrong place, entry recoidethonths when it
should have been recorded in weeks, and the likease of inappropriate
on missing replies, the editor can sometimes deterithe proper answer
by reviewing the other information in the sched#etime, the respondent
can be contacted for clarification. The editor mstsike out the answer if
the same is inappropriate and he has no basiseferrdining the correct
answer or the response. In such a case an editiogr @n‘no answer’ is
called for. All the wrong replies, which are qudkvious, must be dropped
from the final result, especially in the contexinadil surveys.

Editors must keep in view several points while perfing their works:

(@) They should be familiar with instructions giventhe interviewers
and coders as well as the editing instructions lseghpo them for the
purpose.

(b)  While crossing out an original entry for onagen or the other, they
should just draw a single line on it so that thensamay remain
legible.

(c) They must make entries (if any) on the formsome distinctive
color and that too in a standardised form.

(d) They should initial all answers which they sga or supply.

(e) Editor’s initials and the date of editing sliblbe placed on each
completed form or schedule.

3.3 Coding

Coding refers to the process of assigning numesalsther symbols to
answers so that responses can be put into a limiuetber of categories or
classes. Such classes should be appropriate teeskarch problem under
consideration. They must also possess the chasdctesf exhaustiveness
(i.e. there must be a class for every data itent) also that of mutual
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exclusively which means that a specific answer lsarplaced in one and
only one cell in a given category set. Another rtolde observed is that of
unit dimensionality by which is meant that evergsd is defined in terms
of only one concept.

Coding is necessary for efficient analysis anduftoit the several replies
may be reduced to a small number of classes wloclams the critical

information required for analysis. Coding decisishsuld usually be taken
at the designing stage of the questionnaire. Théke® it possible to
precode the questionnaire choices and which inisuhelpful for computer
tabulation as one can straight forward keg punamfrthe original

guestionnaire. But in case of hand coding somedatanmethod can be
used. One such standard method is to code in tlhgimmaith a coloured

pencil. The other method can be to transcribe tla¢a dfrom the

guestionnaire to a coding sheet. Whatever methadiapted; one should
see that coding errors are altogether eliminategduced to the minimum
level.

34 Classification

Must research studies result in a large volumeawf data which must be
reduced into homogeneous groups if we are to gahmgful relationships.
This fact necessitates classification of data winappens to be the process
of arranging data in groups or classes on the basiscommon
characteristics. Data having a common characterasé placed in one class
and in this way the entire data get divided intmwanber of groups or
classes. Classification can be one of the followiwg types, depending
upon the nature of the phenomenon involved:

(@) Classification according to attributes: As statdsbvee, data are
classified on the basis of common characteristicghvcan either be
descriptive (such as literacy, sex, honesty, etcijumerical (such as
weight, height, income, etc.). Descriptive charmastes refer to
gualitative phenomenon which cannot be measuredtigaiely;
only their presence or absence in an individuahitan be noticed.
Data obtained this way on the basis of certainbaties are known
as dtatistics of attributes and their classification is said to be
classification according to attributes. Such classiion can be
simple classification or manifold classification.n | simple
classification we consider only one attribute andde the universe
into two classes — one class consisting of itenss@ssing the given
attribute and the other class consisting of iterhglwdo not possess
the given attribute. But in manifold classificatias@ consider two or
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(b)

76

more attributes simultaneously, and divide thaadatio a number of
classes (total number of classes of final ordgnien by 2*, where n
= number of attributes considered) *. Whenever daia classified
according to attributes, the researcher must sadhhb attributes are
defined in such a manner that there is least pibtyabf any doubt
/ambiguity concerning the said attributes.

Classification according to class interval. Unlikeescriptive
characteristics, the numerical characteristics rréfe quantitative
phenomenon which can be measured through somstisttiunits.
Data relating to Heart beat, blood pressure, blaghr, age, weight,
etc. come under this category. Such data are kraswvstatistics of
variables and are classified on the basis of clagwvals. For
instance, persons whose ages are within 40 - 5& y@am form one
group; those whose ages fall between 51- 61 yelaad $orm
another group. Each group of class —interval, thas,an upper limit
as well as a lower limit which are known as classit. The
difference between two class limits is known aslaagnitude. We
may have classes with equal class magnitudes brumiequal class
magnitudes. The number of items which fall in aegivclass is
known as the frequency of the given class. All¢lesses or groups,
with their respective frequencies taken togethel jaunt in the form
of a table, are described as group frequency bligtan or simply
frequency distribution. Classification according ¢tass intervals
usually involves the following three main problems:

How many classes should be there? What should &e th
magnitude? There can be no specific answer withrcetp
the number of classes. The decision about this ¢afl skill
and experience of the researcher. However, thectige
should be to display the data in such a way as a&emit
meaningful for the analyst. Typically, we may hdvéo 15
classes. With regard to the second part of thetiquesve can
say that, to the extent possible, class —intersataild be of
equal magnitude, but in some cases unequal magsitondy
result in Dbetter classification. Hence, the redear's
objective judgement plays an important part in this
connection. Multiples of 2, 5, and 10 are generphgferred
while determining class magnitudes. Some statsigiadopt
the following formula, suggested by H.A Surgesgd®mining
the size of class interval:

| = R/ (1+3.3 log N)
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Where

| = size of class interval:

R = Range (i.e. difference between the values etdlgest item and
the smallest item among the given items):

N = Number of items to be grouped.

It should also be kept in mind that in case onénar or few items
have very high or very low values, one may use velnatknown as
open ended intervals in the overall frequency ithgtron. Such
intervals may be expressed like under Rs. 500 or1R601 and
over. Such intervals are generally not desirable,dften cannot be
avoided. The researches must always remain corsoibthis fact
while deciding the issue of the total number ofsslantervals in
which the data are not to be classified.

How to choose class limits?

While choosing class limits, the researcher muste tanto
consideration the criterion that the mid-point (geily worked out
first by taking the sum of the upper limit and lowenit of a class
and then divide this sum by two) of a class- iraéand an actual
average of items of that class interval should reraa close to each
other as possible. Consistent with this, the clasg should be
located at multiples of 2, 5, 10, 20, 100 and snitier figures. Class
limits may generally be stated in any of the folilogvforms:

Exclusive type class intervals: they are usually stated as follows:
10-20
20-30
30-40
40-50

The above intervals should be read as under:
10 and under 20
20 and under 30
30 and under 40
40 and under 50

Thus, under the exclusive type class intervals, itams whose
values are equal to the upper limit of a classgaoeiped in the next
higher class. For example, an interval whose vaduexactly 30
would be put in 30-40 class intervals and not irBRQlass intervals.
In simple words, we can say that under exclusivpe tylass
intervals, the upper limits of a class intervakicluded and items
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with values less than the upper limit (but not l&ssn the lower
limit) are put in the given class interval.

Inclusive type class intervals. they are usually stated as
follows:
11-20
21-30
31-40
41-50

In inclusive type class intervals, the upper liofita class interval is
also included in the concerning class interval. sSThan item whose
value is 20 will be put in 11-20 class intervalbeTstated upper limit
of a class interval 11-20 is 20 but the real limi20.99999 and as
such 11-20 class interval really means 11 and ubter

When the phenomenon under consideration happebs ttiscrete
one (i.e., can be measured and stated only in endggthen we
should adopt inclusive type classification. But whethe
phenomenon happens to be a continuous one capébbeimg
measured in fractions as well, we can use exclugype class
intervals.

How to determine the frequency of each class?

This can be done either by tally sheets or mechéaids. Under the
technique of tally sheet, the class groups argemrion the sheet of
paper (commonly known as the tally sheet) and fcheitem a

stroke (usually a small vertical line) is markedaiagt the class
group in which it falls. The general practice isttlafter every four
small vertical lines in a class group, the fifthdifor the item falling

in the same group is indicated as horizontal lim®ugh the said
four lines and the resulting flowerllll) represefive items. All this

facilitates the counting of items in each one @& thass groups. An
illustrative tally sheet can be shown as under:
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Table 1.1: An lllustrative Tally Sheet for Determining the Number of
70 Families in Different Income Group

Income groups Tally mark Number of families or
(rupees) (classfrequency)

Below 400HHHHII13
401-800HHHHHHHH-20

801-1200HHHH I 12

1201-1600 ——HHHHHHHHITT 18

1601 and above —In 7
Total 70

Alternatively, class frequencies can be determiresghecially in case of
large inquires and surveys, by mechanical aids wath the help of

machines viz., sorting machines that are availédmehe purpose. Some
machines are hand operated, whereas other workelattricity. There are
machines which can sort out cards at a speed oétbamg like 25000 cards
per hour. This method is fast but expensive.

3.5 Tabulation

When a mass of data has been assembled, it beaoenessary for the
researcher to arrange the same in some kind ofismand logical order.
This procedure is referred to as tabulation. Thatsylation is the process of
summarising raw data and displaying the same inpe@inform (i.e. in the
form of statistical tables) for further analysis.d broader sense, tabulation
is an orderly arrangement of data in columns amgro

Importance of tabulation
1. It conserves space and reduces explanatory andptescstatement
to a minimum.

2. It facilitates the process of comparison.

3. It facilitates the summation of items and the débecof errors and
omissions.

4. It provides a basis for various statistical compates.

Tabulation can be done by hand or by mechanical@ctronic devices.
The choice depends on the size and type of study,considerations, time
pressures and the availability of tabulating maesiar computers. In large
inquiries, we usually use mechanical or computet Bnsmall inquiries
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where the number of questionnaires is small ang &ne of relatively short
length, Hand tabulation may be done using the tiedly, the list and tally
or the card sort and count methods.

Tabulation may be classified as simple and comfabxlation. The former
type of tabulation gives information about one ooren groups of

independent questions, whereas the latter typeal@lation shows the
division of data in two or more categories and @wshss designed to give
information concerning one or more sets of intéatezl questions. Simple
tabulation generally results in one-way tables Whsupply answers to
guestions about one characteristic of data onlyadainst this, complex
tabulation usually results in two-way tables (whgilae information about
two inter-related characteristics of data), thremrwtables (giving

information about three interrelated charactersso€ data) or still higher
order tables, also known as manifold tables, wisdpply information

about several interrelated characteristics of dawo-way tables, three-
way tables or manifold tables are all examples dfatwis sometimes
described as cross tabulation.

Generally Accepted Principles of Tabulation

. Every table should have a clear, concise and adeditle to make
the table intelligible without reference to thettard this title should
always be placed just above the body of the table.

. Every table should be given a distinct number toilifate easy
reference.

) The column headings (captions) and the row heafshgss) of the
table should be clear and brief.

) The units of measurement under each heading ohsatings must
always be indicated.

. Explanatory footnotes, if any, concerning the tadileuld be placed
directly beneath the table, along with the refeeesgmbols used in
the table.

) Source or sources from where the data in the thbhMe been
obtained must be indicated just below the table.

o Usually the columns are separated from one andiypdines which

make the table more readable and attractive. Laneslways drawn
at the top and bottom of the table and below timicas.

o There should be thick lines to separate the daderone class from
the data under another class and lines separgngub-divisions of
the class should be comparatively thin lines.

) The columns may be numerated to facilities refezenc
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o Those columns whose data are to be compared sbeukept side
by side. Similarity, percentage and/or averagestrals® be kept
close to the data.

. It is generally considered better to approximatguries before
tabulation as the same would reduce unnecessaaisdiet the table
itself.

. In order to emphasis the relative significance eftain categories,
different kinds of type spacing and indentationg/ e used.

o It is important that all column figures be propealgned. Decimal

points and (+) or (_) signs should be in perfeigjrathent.
) Abbreviations should be avoided to the extent pdssand ditto
marks should not be used in the table.

o Miscellaneous and exceptional items, if any, shob&l usually
placed in the last row of the table.
. Table should be made as logical, clear accurate samghle as

possible. If the data happen to be very large, gtmuld not be in a
single table for that will make table unwieldy andonvenient.

. Total of rows should normally be placed in the emte right column
and that of columns should be placed at the bottom.
. The arranged to the categories in a table may Ienological,

geographical, alphabetical or according to mageittml facilitate
comparison. Above all, the table must suit the seed requirement
of an investigation.

3.6  Graphical Representation

Graphs help to understand the data easily. Allissizal packages, MS
Excel, and OpenOffice.org offer a wide range ofppsa In case of
gualitative data (or categorised data), most comgraphs are bar charts
and pie charts.

Bar chart: A bar charts consist of a series of rectanglesb@n). The
heights of each rectangle are determined by trgéecy of that category.
Suppose that the scales of a popular soft drirtkenyear 2010-11, in five
geo graphical regions, denoted as A, B, C, D and dte
15245,23762,9231,14980, and 12387, respectivelyasored in 10000
USD. A bar chart of this data is as below.
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GEOGRAPHICAL REGIONS

B GEOGRAPHICAL REGIONS

25000
20000
15000
9231

10000

5000

Fig. 1.1: A Bar Chart
A line chart can also be plotted in this data bgrexting the midpoints of
each rectangle as below:

GEOGRAPHICAL REGIONS

25000
20000
15000
10000

5000

A B C D E

e GEOGRAPHICAL REGIONS

Fig.1.2: Line Charts

Line charts are useful when we wish to compare to data setseasan
overlap to line charts. For example, the scalea dathe same soft drink in
the same geographical regions in the same geogeadpkigions in the year
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2009-10 were 1975,5686,10652,15199 and 726, rasplctmeasured in
10000 USD. The line chart showing the data for libéhyears is

25000

20000

15000

10000

5000

A B C D E

=—2010-2011 =———2009-2010

25000

23762

20000 ..

. T

14980 15199

15000 °

12387

10000

5000

- H2010-2011 [2009-2010 -

Fig.1.3:

Pie Chart: A pie chart is used to emphasize relative proporor shares pf
each category. It's a circular chart divided inezters, illustrating relative
frequencies. The relative frequency in each categor sector is
proportional to the arc length of that sector @& #nea of that sector or the
area of that sector or the central angle of thatose Suppose in the
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previous example, if the soft drink has their méskanly in these regions
are 15245, 23762, 9231, 14980 and 12387 respectinedasured in
10,000USD. A total sale of the soft drink is 756idBes 10,000USD. A pie
chart can be plotted to have the idea of the stadrddgferent markets.

GEOGRAPHICAL REGIONS

e
16%

B
32%

YA ¥YB MC YD WE ®

Fig.1.4: Pie Chart

In case of quantitative data, one important charistogram which is a

generalisation of bar chart. The data is first samsed in terms of class
intervals and each bar represents a class inteftal.width of the bar is

proportional to the width of corresponding clasteival. The area of the
bar is proportional to the frequency of correspagdclass interval. After

making the class intervals in a quantitative data @ pie chart can also be
used to read the share of each class interval.

3.7 Data Cleaning

This includes checking the data for consistency ta@atment for missing
value. Preliminary consistency checks are madeliting. Here we check
for consistency in an extreme manner. Consistehegles look for the data
which are not consistent or outlines. Such data eidner be discarded or
replaced by the mean value. However, the researsiheuld be careful
while doing this. Extreme values or outlines arealways erroneous.
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Missing values are the values which are unknownatranswered by the
respondent. In place of such missing values sonraievalue may be
used. This neutral value may be the mean of aJailadlues. The other
option could be to use the pattern of responsesther questions to
calculate a suitable substitute to the missingealu

3.8 Data Adjusting

Data adjusting is not always necessary but it nmagrove the quality of
analysis sometimes. This consists of the followimgthods;

) Weight assigning: Each respondent or case is assigned a weight to
reflect its importance relative to other respondemtcases.

Using this method, the collected sample can be nadtronger
representative of a target population on specifiaracteristics. For
example, the cases of educated people could bgnassihigher
weights and of uneducated people could be assitpvesl wrights
in some surveys. The value 1.0 means unweightasg c

1)) Variable Re-specification: This involves creating new variables or
modifying existing variables. For example, if uda@ss of a certain
product is measured on 10-point scale, it may lgeiced on a 4

point— “very useful”, “useful”, “neutral”, “not udal”. Ratio of two
variables may also be taken to create a new variabl

For example, a group of people is divided into semekand non -
smokers, we can define a dummy variable takingvidae”l” for
smokers and “0” for non-smokers.

iii)  Scale Transformation: Scale transformation is done to ensure the
comparability with other scales or to make the dsu#able for
analysis. Different types of characteristics arasueed on different
scales. For example, attitude variables are measumecontinuous
scale, life style variables are usually measured &iwe point Likert
scale. So the variables which are measured orreliffescales cannot
be compared. A common transformation is subtradihthe values
of a characteristic by corresponding mean and ohgidby
corresponding standard deviation.
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3.8.1 Missing Values and Outliers

Missing values are the observations which the rekea plans to collect
but could not collect or lost due to some reasomnystatistical tools
cannot be employed when the data set has one @& migsing values. In
data collection through asking question ‘don’t khaesponse may also
creep-in the problem of missing values. Utmost cli@uld be taken by the
research to avoid the missing value set. Most commethods to deal with
the problem of missing values while conducting #@malysis is either to
leave the observation, if possible, or to replde missing values by the
arithmetic mean of other collected observation.

Outliers are the observations which are quite fodher observation in the

data set. Although all statistical techniques caretmployed when data set
has outliers, their interpretation may be mislegdifihe most common of

the outliers being present in the data set is #werding error. This error

should be corrected while editing and cleaning tlaa. Consider an

example of the survey of 100 customers in a mall.

If few bulk customers purchasing very large amoarg among the 100
survey customers. In this survey having outlierdiltustomers) may not
be posing any error as bulk customers are alwagte tim the mall along
with small customers. However, in a similar sunatdya nearby grocery
shop on a day when there is strike in the mall nmyude some bulk
customers which could be misleading. Thus outk#rsuld not be ignored
as they might have some relevant information posederious risk.

Before detecting the outliers, we need to defirent first. Commonly, an
observation with a value that is more than threeddrd deviations from
the mean is considered as an outlier. A scatter(@iscussed later) can also
be helpful in identifying the outliers. After idefying an outlier, the
research has to decide what to do with it. Thearetemay like to delete it
or modify the value of it or retain it as it is.depends on the knowledge
about the cause of that outlier.

3.8.2 Types of Analysis

As stated earlier, by analysis we mean the computaf certain indices or
measures along with searching for pattern of @hstiip that exists among
the data groups. Analysis, particularly in casesofvey or experimental
data, involves estimating the values of unknownapueaters of the
population and testing of hypothesis for drawinigiances. Analysis may,
therefore, be categorised as descriptive analysis iaferential analysis
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(inferential analysis is often known as statistiealalysis). Descriptive
analysis is largely the study of the distributiasfsone or more variables
involved in the study. In this context we work o#rious measures that
show the size and shape of distribution(s) alonghwhe study of

measuring relationship between two or more vargble

We may as well talk of correlation analysis andsuzd analysis.
Correlation analysis studies the joint variation of two or more varedbfor
determining the amount of correlation between twonwre variables.
Casual analysis is concerned with the study of bae or more variables
affect changes in another variable. It is thus adystof functional
relationships existing between two or more varigblEhis analysis can be
termed as regression analysis. Casual analyse&dered relatively more
important in experimental researches, whereas ist smcial and business
researches our interest lies in understanding amdralling relationship
between variables then with determining causesspeand as such we
consider correlation analysis as relatively morpanant.

In modern times, with availability of computer iides, there have been
the rapid developments ofultivariate analysis. Usually the following
analyses are involved when we make a referenoikvivariate analysis:

a) Multiple regression analysis This analysis is adopted when the
research has one dependent variable which is pegsum be a
function of two or more independent variables. ©bgctive of this
analysis is to make a prediction about the depdneemable based
on its covariance with all the concerned indepenhdanables.

b) Multiple discriminate analysis: This analysis is appropriate when
the researcher has a single dependent variable cdianot be
measured, but can be classified into two or mooegs on the basis
of some attribute. The object of this analysis feaysgpto be to predict
an entity’s possibility of belonging to a particulgroup based on
several predictor variables.

C) Multi analysis of variance (or multi-ANOVA): This analysis is an
extension of two-way ANOVA, wherein the ratio of ang group
variance to within group variance is worked outaoset of variables.

d) Canonical analysis This analysis can be used in case of both
measurable and non-measurable variables for theoper of
simultaneously predicting a set of dependent visalirom their
joint covariance with a set of independent varigble

e) Inferential analysis This is concerned with the various tests of
significance for testing hypothesis in order toedetine with what
validity data can be said to indicate some conglusir conclusions.
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It is concerned with the estimation of populati@ues. It is mainly
on the basis of inferential analysis that the t@fsikterpretation (i.e.,
the task of drawing inferences and conclusionpgréormed.

4.0 CONCLUSION

The data, after collection, has to be preparedafalysis. The collected
data is raw and it must be converted to the forat th suitable for the
required analysis. The results of the analysisaffiected a lot by the form
of the data. So, proper data preparation is a tougtt reliable results.

Questionnaire checking, editing, coding, classiimg tabulation,
graphical representation, data cleaning, and djjtsstng, in like manner,
missing values and outliers, various types of aigJysuch as multiple
regression analysis, multiple discriminate analysigltivariate analysis of
variance(ANOVA) and canonical analysis were disedsbriefly in this
unit.

5.0 SUMMARY
We have learnt the following in this unit;

Questionnaire checking
Editing

Coding

Classification

Tabulation

Graphical representation
Data cleaning

Data adjusting

Missing values and outliers
Various types of Analysis.

6.0 TUTOR-MARKED ASSIGNMENT

1. Write brief notes on the following methods ofadpreparation
a) Questionnaire checking
b) Editing
C) Coding

d) Classification
e) Tabulation
f) Graphical representation
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2. What do you understand by the term data clgawith respect to
data preparation?

3. How would you carry out the process of dataisiig?

4, “State all the different methods under thistipalar process in data
preparation”

5. Concisely discuss the various types of datéyaisayou have learnt.
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1.0 INTRODUCTION

Routine Health Data is the use of routine vital dvehlth statistics to
describe the distribution of disease in time, pland person. Information
about a defined population that is collected in stsbent manner for
administrative reasons is often called a routine.d@hese data may be
used to describe the needs and services of andeeprovided to different
population groups. The sources of routine healtta,dthe information

collected and the frequency of collection vary kesw different countries.
However, almost all countries process their data vital statistics. These
concern the important events in human life, suchbiaths, deaths and
migrations.

Two standard and important vital statistics usedoss the globe for
assessing a population‘s health are life expectary infant mortality.
Life expectancy is the expectation of life at hitthis defined as the period
after which half of all persons born have died.ahif mortality is the
number of children per 1000 live births who digheir first year of life.
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By the end of this unit, you will be able to:

ordinal terminologies,

3.0 MAIN CONTENT

3.1 Strengths and Weaknesses

describe strengths and weaknesses of vital statisti

describe epidemiology viz-time, place and person

calculate mortality rate using person-time at risk

summarise data through the use of qualitative datanominal and

measure the spread of observation.

of Vital Statistics

Table 2.1: Strengths and Weaknesses of Vital Statiiss

Strength of Vital Statistics

Weaknesses of Vital atistics

Cheap and readily available.
Almost complete data recordin

Contemporary.
J Can be used for ecologic
studies to develop hypotheses.

. Recorded at regular intervals
can be used for following trends.

Incomplete.

Qe Potential  for
postmortem inflation of soci
economic status: diseases w
stigma under-reported)

al
. Currency can become o
of date (e.g. census data of

recorded every 10 years).

bias(e.g.

ith

nly

Improving the reliability, validity, and completes®e of routine data is
important to avoid waste and minimise the use sbueces. There should
therefore be a good reason to begin or to stogdaoilg each item of data.
The quality of data can be improved as shown below;

3.2 Improving Data Quality

Table 2.2:Improving Data Collection

Computerised data collation and
analysis

Improves
timeliness of the preparation a
documentation of information.

the accuracy ar

nd
nd

Feedback

Improving feedback of collated data
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to providers is essential if the
interest is to be maintained and th
attention to providing quality dat
sustained.

ir
eir
a

Presentation Data is to be provided in a variety |of
ways which are meaningful to policy
makers, the media, professionals and
the lay public.

Training Training the coders and those

responsible for data entry in the U
of standard definitions, terminolog

e.t.c.

)y

3.3 Routine Statistics: Mortality Indices

Table 2.3: Statistics Mortality Indices

Index Typical Numerator Denominator
reference
period
Crude 1-year Number of deaths Midyear populatio
mortality rate
Age specific| 1-year Number of deathsMVlidyear population
mortality rate aged X aged X
Child 1-year Number of deathNumber of live birth
mortality rate under 1 year old
Postnatal 1-year Number of death inrNumber of live birth
mortality rate infant aged 4-5%
weeks
Neonatal 1-year Number of death ifNumber of live birth
mortality rate the first 28 days
Perinatal 1-year Number of stillbirth) number of live births
mortality rate + death <7 days + stillbirth
Standardized | See sec
mortality ratio
Rate Typical | Numerato | Denominato | Advantages/limitation
referenc |r r S
e period
Crude |1 year Number of 1000 total Poor  indicator  of
birth live births | population fertility: denominator
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rate includes man, children
and postmenopausgl
women
Genera| 1 year Number of 1000 women Denominator include
I live birth aged 15-44 only women; typically
fertility years of childbearing age
rate
Age- 1 year Number of 1000 women More precise-takes into
specific live birth in | within a| account differences in
fertility 1-year particular age fertility at different ages
rate band, e.g.
20-24years
Total 1 year Sum of age-specific rgt&nable comparison
period across an average womenisetween countries over
fertility reproductive lifetime| time
rate UK=1.66 in 2005

3.4 Descriptive Epidemiology

Epidemiology is the study of the patterns, causescntrol of diseases in
groups of people. In descriptive epidemiology, tinee major dimensions
used to describe the occurrence of disease arepiaee and person.

. Time
Considers when the diseases occur and how it ceAragechanged over
time, described by

Epidemic curves: acute increase in disease frequenc
Seasonal variation: cyclical patterns in diseasguency, e.g., seasonal
influenza

Secular trends: trends over decades and centuries
Point events: sudden emergence of disease atieuybartime.

° Place

Describe where the incidence is high/low, wheradieace is change/has
change, consider, considering:

o Age

o Sex

o Occupation/social class
o Ethnicity

o Behavior/life style.
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3.5 Ratios (Numerators and Denominators) and Popation at
Risk

In epidemiology, a numerator is a feature that hasn counted (e.g.
number of deaths); it forms the upper part of atfom. A denominator, for
epidemiology purposes, is usually the populatieamfwhich the numerator
is dawn. The denominator is the lower part of actfcm and is often
restricted to a particular time or period.

A population at risk is a group of a wider popwatithat has been subject
to the exposure of interest and which therefore dgsopensity to have
been affected by that exposure. For example, thmulpbon at risk of
prostate cancer is all males who have not prewchestl a prostatectomy.

The numerator and denominated can be combinedin&tio, a proportion
or a rate, as detailed below. Some of the mosuéegmistakes in applying
epidemiological principles to real-world problemsnee from a failure to
define and to count numerators and denominators aissy.

Ratio
Ratio=n/n,=n;:n,
Where i and n are numbers.

For example,
. . . b fmales i lati
Ratio of males to females in a populatiofm—————— — 2 POP 707

number of females in a population
A ratio is often expressed as odds, which is alsingmber. For example,
if a bag contains two white balls,j, three black balls ¢h and five grey
balls (n), then the ratio of black balls to whitallb is 3:2 (three to two).
This can be simplified by dividing both the numeraind the denominator
by the denominator to give 1:5:1 (one and a hatirte). Expressed in odds,
it is simply 1%.

Proportion

Proportion i/N

Where n is a subpopulation of the whole study populatibn,if a bag
contains two white balls (jy three black balls gh and five grey balls @),
then the proportion of black balls is 3/10 or 0.3.

For example,
Proportion of men in a
opulation= Number of males in a population
Pop _Number of males+Number of females in a population
Rate
N
Rate=
PxT
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Where N is the numerator, P is the number of pewpthe population and
T is a period of time. This is a measure of frequyeof the occurrence of a
phenomenon. The denominator is constituted fromh hpipulation and
time.

For example,
. . Numb f f epil
Incidence of epilepsy=———— =~ 25°3 2 PP
Population x Reporting period

Denominators should include only those at risk, aatithose who cannot
possibly develop the disease. For example, peopt® Wwave been
iImmunised against a disease should not be includetudies looking at
the rate at which people acquire that disease,esthey cannot be
considered in the same way to be at risk at those have not been
immunised.

Time at Risk

Time at risk describes the total amount of timet ihdividuals within a
study spend at risk of developing the disease wfrast. The concept is
particularly important in the analysis of cohoudies. One of the problems
with conducting cohort studies is that some subjaall join the study after
data collection has started. Others will leave d@heisk population early
because they have:

° Died

o Moved away

o Become a case

) Been lost to follow-up for another reason (e.ghdiawn from the
study)

. Been censored

To correct for this variation, the ‘total persomé at risk’ is used as the
denominator in calculations of morbidity or mortglirelating to cohort
studies. Person-time represents the sum of alhtheidual’s times at risk.
Incidence rate = Number of new cases in spepériod

—  Totakpen-time atrisk

The box below represents a cohort study, and iifitest the concept of time
at risk. As time progresses, the number of indialduat risk will fall as

people die, become a case or at lost to followégnsoring occurs when
the value of an observation is only partially knovtthe end of this study,
patient 3 was still alive and therefore spent aslelO days at risk. This is
known as right-censoring. Left-censoring (whereasadpoint is below a
certain value but is known by how much) and inteoensoring (where a
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data point is somewhere in the interval between tabies) are also
possible.

Sometimes, participants are replaced by new peogteuited into the
study. For studies of short duration and where ifedividuals leave or join
the at-risk population, it is reasonably accuraieuse the number of
individuals at the start of the study as the demamar in incidence
calculations.

Table 2.2: Cohort Study lllustrating the Concept ofTime at Risk

Patient 1 Patient 2 Patient 3 Patient 4
Date of entry tqg 1998 2000 1995 1997
study
Event Death Loss Censored Death
Date of event 2004 2003 2005 1997
Person-years in study 6 3 10 2

3.6 Calculation of Mortality Rate Using Person-Tine at Risk
Where the study duration is longer or the likelidad individuals leaving
the risk at-risk population is greater, it is pretde to use a more accurate
calculation of the incidence rate using Person-ttnesk. See table below

Table 2.3: Person-Time at Risk

Calendar time Person-years Events Death
(number/year)
1995-1999 8 1 0.125
2000-2004 12.5 1 0.080
(2005-2009) (0.5) (0) (0)

3.7 Methods for Summarising(Qualitative) Data

Data are considered as either qualitative (non-migin@r quantitative

(numeric). Subtypes of each type of data are libttdw.

Quialitative Data

rate

Qualitative data are non-numeric. Some qualitatie¢a are categorical:
they describe different categories or states thaulgect may fall into.
These may be further categorised into nominal dathordinal data.
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Nominal Data

Nominal data have no order and thus only give naondabels to various
categories. Examples include the ABO blood groupsH, AB, O), the
names of colours (red, yellow, orange, green, viglarple) and types of
hospital ward (rehabilitation, surgical, medical)

Ordinal Data
Ordinal data have order, but the interval betweesasurements is not
meaningful.

Some qualitative data are ordinal data: therenataral order to the states,
but no clear numerical relationship between theraniples are [poor, fair,
good, better, best] and [very quiet, quiet, norwadlie, loud, loudest].

Although ordinal data should not be used for catahs, it is not
uncommon to find averages calculated of the typengty disagree,
disagree, neither agree nor disagree, agree, $fragree.

3.8 Quantitative Data

Quantitative data are numeric, and they are furttiassified as either
discrete or continuous. Data may come from one arenof the following
categories.

Discrete Data

Discrete data have a finite number of possible migakvalues. Examples
include the number of children with brown eyes iclass of 30 children, or
the number of times someone has been admitted $pitab in their
lifetime.

Continuous Data

Continuous data include measurable quantities ofitke volume, time,
mass, etc. they frequently have an upper or lowat,le.g. height cannot
be <0.

Interval Data

Interval data have meaningful intervals betweensueaments, e.g. the age
groups 0-4, 5-9, 10-14....... 90+. They are typicallgpiiayed as a table or
histogram.

Ratio Data
Ratio data are the most flexible data to work wsimce they contain the
most information of any data type. It becomes megini to say not only
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that A scored 1 and B scored 2, but that B is tsgood as A. Ratio data
are ideal for use as outcome variables in regressio

Binary Data

Binary data are a special type of data that hasZjuslues. Depending on
how they are analysed, they may be consideredvie pi@perties of ordinal
data, interval data or ratio data. They are verynmon data in
epidemiology, since they accurately describe mdnh® states that are of
interest. For example, did a patient improve folloyva particular treatment
— or not? Is the case alive or dead? Was the cae itreatment group or
the control group?

Summarising Data

Discrete variables (e.g. blood groups) are typjcatlummarised as
proportions. For example, the distribution of themenon ABO blood
groups in England is shown in the table below.

Continuous variables (e.g. blood pressure) areritbescusing both:
o A measure of central tendency (mean/median/mode)
. A measure of spread (range/variance/standard davjat

If a population is normally distributed, then itnche described by both its,
mean and standard deviation alone.

Prevalence of different ABO blood groups in the ppulation
Table 2.4: Blood Groups

Blood group Proportion
A 0.41
B 0.08
AB 0.03
O 0.48

3.9 Measures of the Spread of Observations

Table 2.5: Some Commonly Used Terms are Listed imé Table

Measure Description

Range The difference between the largest and sshalidue

Percentiles The value below which p% of the obderma in a
population fall is called the pth percentile

Interquartile The difference between the value at th& 2Bntile and

range the value at the #5centile (i.e. between the'and ¥
quartiles)
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Standard Measure of the spread of observations about the mkea
deviation the samples. Takes the same units as the data;| 1.96
standard deviations either side of the mean co98%
of the population

Used to describe the data ‘Deviation — Description’
Square root of the variance of the sample

Standard error The error associated with measuring a sample mgean i
of the mean determined by both the standard deviation and| the
number of observations in the sample. The more
observations, the more precise is the estimatehef t
mean

Measure variability of the mean of the sample
Used to make estimations about the true mean of the

population
Central limit| If repeated samples are taken from any populattem
theorem the means of these samples will tend towards a agrm
distribution, even if the population is not normyall
distributed

4.0 CONCLUSION

Routine Health Data is the use of routine vital drehlth statistics to
describe the distribution of disease in time, pland person. Information
about a defined population that is collected in stsbent manner for
administrative reasons is often called a routine.d@hese data may be
used to describe the needs and services of andeeprovided to different
population groups. Two standard and important \statistics used across
the globe for assessing a population‘s health itereekpectancy and infant
mortality.

5.0 SUMMARY

In this unit we have learnt about the following:

. Strengths and weaknesses of Vita statistics

. Improving Data Quality

. Descriptive Epidemiology viz-Time, Place and Person
. Ratios and Populations at Risk

. Calculation of Mortality rate using Person-TimeRagk

. Methods of Summarising Data through the use of Gaiale Data
viz- Nominal and Ordinal terminologies,

. Likewise, Quantitative data viz- Continuous, IntdrvRatio and
Binary
. Measure of the Spread of Observation
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6.0 TUTOR-MARKED ASSIGNMENT

1. In tabular form only show the strengths and weasee®f vita and

health statistics.

What do you understand by descriptive epidemiology?

Explain the terms Qualitative and Quantitative Data they are

applicable in health and vital statistics.

4. In 1980, the mid- year population of a town X w&§ mmillion and
the total deaths were 79.4 million. Calculate teatt rate for this
year.

5. There were 40 motor accidents in Y town in Nigewdh a
population of 150,000 in the year 1987. Calculateihcidence rate
of accidents.

wn
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1.0 INTRODUCTION

Incidence and prevalence (direct and indirect stedidation)
Incidence and prevalence are measures of occurrence

Incidence relates to new occurrence. There are three refagssures of
incidence as shown in the table below.

Prevalence relates to existing outcomes. Prevalence is alted the
‘point prevalence’, i.e. the proportion of a pogigda with a disease. It is
approximately equal to incidence x duration proditleat the incidence and
the death/recovery ate have been stable for tleasksover some preceding
time. Period prevalence relates to the proportibthe population with a
disease during a specified period. These two measoi prevalence are
shown in the table below.
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2.0 OBJECTIVES

By the end of this unit, you will be able to:

. explain measures of incidence and prevalence
. discuss direct standardisation
. measures disease burden.

3.0 MAIN CONTENT

3.1 Measures of incidence

Table 1.1: Measures of incidence

Concept

Alternative name

Definition

Incidence

Incidence rate

Number of new events dura
specified time period

Incidence rate

Force of morbidity

Incidence density

Number of new events divided I
the total person-time at risk

Used to describe studies where th
have been varying periods of folloy
up (e.g. 3 cases during 25 pers
years = 12 cases per 100 pers
years)

Yy

ere
Vv_

0N
on-

Cumulative
incidence

Risk

Proportion of a population wh
become diseased in a defined ti
period. This is a measure of the r
that an individual will becom
diseased during a defined tin
period, e.g. the attach rate during

0
me
sk
ne

an

epidemic

Note:

1. Incidence (unlike prevalence) is not affected Isgdse survival
2. The denominator should include only those ‘at risk’

Rather confusingly, the term incidence rate is domes used to mean
incidence. The incidence and incidence rate caergdy be considered as
the same concept, with the number of person-yeansgbmore or less
accurately measured.
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3.2 Measures of Prevalence

Table 1.2: Measures of Prevalence

Concept Definition

Point prevalence Proportion of a population withdiszease at a
particular point in time

Period prevalence Proportion of a population whal hiae disease
during a specified period

Note: since period prevalence considers both caseke start and new
cases arising during the time period, it includestdires of both prevalence
and incidence.

Standardisation

Also known as adjustment, this technique is reguicemake comparisons
between populations of differing demographic stuites, where crude
mortality rates would be misleading. For exampgie, technique is typically
the first step in addressing questions such asgsDown A have a higher
mortality rate than town B?’ or, ‘Are 10 inciderdrcers in a workforce of
100 people over a 10-year period more or lessweawould have expected
had national rates applied?’ the technique is mosted to compare
populations that differ in their age structure + ibumay also be applied to
correct for differences in gender or social clamsdqombinations of these
and other variables).

To standardise data, populations are divided ittaaasbased on differences
that might potentially influence the comparisonttisa being made. For
example, to compare the numbers of deaths in @mnetint community with
a town having a high proportion of young mothets tnortality rates
would need to be age standardised.

Two forms of standardisation that are commonly used direct and
indirect

3.3 Direct Standardisation

This may be used to compare two populations irecbffit regions, or the
same population at two different periods of tinie.direct standardisation,
the age- or stratum specific mortality rates of ¢iserved population are
known. (E.g. rate of lung cancer in 20 to 40-yeldrfoen). These rates are
then applied to standard or reference populatiata@ypically need to be
available concerning a large number of subjectsrder to have adequate
numbers in each stratum to be confident aboutshmate.
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o Start by choosing a single population (e.g. onethufse being
compared, their average or an outside population).
. Break this single population being compared, tdiee dge-specific

mortality rate for each age band and multiply it the size-
weighting of that age band from the standard agetsire

. Sum of all these to obtain the age-standardisedatitgrrate. The
actual value of this adjusted rate is meaninglesstishows the true
difference in rates between the populations beorgpared.

The European Standard Population

This is used to compute directly age-standardissigsr The sample
population is used for males, females and all pexso

The example in the table below shows how mortaldya from twoyears
can be compared using direct standardisation.

Table 1.3: Mortality Data

Age Group Number in Age Group
0 1600
1-4 6400
5-9 7000
10-14 7000
15-19 7000
20-24 7000
25-29 7000
30-34 7000
35-39 7000
40-44 7000
45-49 7000
50-54 7000
55-59 6000
60-64 5000
65-69 4000
70-74 3000
75-79 2000
80-84 1000
85+ 1000
TOTAL 100 000

3.4 Indirect Standardisation

With indirect standardisation, the population ungtrdy is usually small.
The technique hinges on the calculation of the o&tdeath that would have
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been expected in the study population had a cosuarrate applied

instead. This permits the determination of the daiatised mortality ratio

(SMR).

o Start with the stratum-specific death rates ofamdard population
(e.g. European Standard Population if age is tHecefto be
standardised)

. Use these to calculate expected number of deateadh stratum of
the population

. Add up the expected number of deaths for each ageé:b
Define E as the expected number of deaths
Define K as the number of strata
Define n as the number of people in the ith stratum
Define Ras the rate of death in the ith stratum

. Standardised mortality ratio (SMR) is then calcedbas (Observed
deaths/Expected deaths)

The SMR indicates whether mortality in the studgugyr (after correction
for age, sex, etc.) is unusual when compared wihdard population. In
occupational mortality studies, comparisons arerofinade against two
standard populations: (i) an unexposed populatioomf the same
occupation and (ii) the general population.

When used to estimate the association between @amational exposure
and a disease, the SMR underestimates the trueitudgrof association
because the general population contains both egpesel unexposed
individuals.

3.5 Years of Life Lost

One way of considering the impact of a particuiaedse or risk factor is to
consider how many years’ people might have expetddtave lived had

their lives not been curtailed by the disease.éx@mple, deaths from road
traffic collisions affect mostly young males whdeiwise may have been
expected to live their 70s or 80s.

‘Years of life lost (YLL) is a measure of prematumortality and it
explicitly places more importance upon deaths titaur in the young than
upon those in the elderly. It is therefore a vdhgen statistic, which
reflects the wish of society to prevent avoidaldaeses of death in younger
people, and to avoid the loss to society of investinn raising children and
young adults.
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To calculate YLL in its most simple form, an upage limit (e.g. 75) is
chosen. A person dying at the age of 60 contribLEe¥LL (75 — 60 =15)
to the calculation. A person dying at age 15 cbaotas 60 years. Deaths
occurring in people aged over 75 are not incluaethé calculation. Infant
deaths may or may not be included.

In more complex situations, an actuarial assessiietite expectation of
life for each person will be undertaken. Life-exjaecy is calculated using
current life-tables: age-specific mortality rates applied to a hypothetical
population.

3.6 Measures of Disease Burden

The measures of disease burden (event and timad)oase population
attributable risks, including identification of cparison groups appropriate
to public health.

A number measures exist to assess the weight @asks affecting a
community, taking into account both the number vérdgs and the impact
of these events on the population. They each deperttie availability of

data.

Measures of Disease Burden Based on Events
These studies of incidence require data from rewutiurces:

) Death certificates (if the disease burden is intaliby rather than
morbidity)

) Hospital episode data (if the disease results gpit@ admissions)

) Disease register (if dedicated register for th&h @xists)

. Statutory notifications: infectious diseases, pduces, e.g. abortion.

Measures of Disease Burden
Where there is no routine event-based data cadlect prevalence (‘cross-
sectional’) survey may be needed.

Variation

Sources of variation, its measurements and control

Variation arises from difference between populaionr between
individuals within a population. It may be due endom or non-random
factors.
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Measurement can differ for many reasons. Somerdiifees will be due to
genuine dissimilarities between subjects. This sdrivariation is often
random, and follows a normal distribution. Some pecare taller than
average, some are shorter than average. This isy eday, random
variation.

Other differences will be due to discrepancieswvilag that measurements
were made or recorded. A ruler may measure ontyhéonearest 5cm. it
judges a person’s height as 175cm and anothel3§@smn. A more precise
ruler, accurate to 0.1cm, would confirm that thestfisubject is in fact
176.1cm tall and the second is 172.4cm tall. Thefar any investigator is
to minimize the error associated with making theasugements, thereby
focusing attention on the real differences betwadividuals.

Measurements can be biased or unbiased, precigapoecise, or some
combination of these.

By way of analogy, consider a markswoman firingtsaba target, her
sights might be on-target or off-target, and shghinbe a good shot or bad
shot.

3.7 Errors in Epidemiological Measurement

There are common errors in epidemiological measengsn their effect on
numerator and denominator data, and their avoidance

Measurement error can be defined as any mistakeottwurs during the
process of applying a standard set of valuesdiraeasurement scale) to a
set of observations. In epidemiology, such erroemn dead to the
misclassification of cases and controls. Acknowtadgt of measurement
error is important in research, and leads to moteust and defensible
scientific results.

Measurement errors are neither random (i.e. ocwyrdue to chance) or
systematic (i.e. persistent, non-random, differenigsetween the observed
measurement and its true value). These errordeaidl respectively to non-
differential errors (affecting all groups equallghd differential errors

(affecting one group more than another). The tddg@dww compares the
random and systematic errors in epidemiologicalsueament
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Table 1.4: Random and Systematic Error in Epidengichl Measurement

Random error

Systematic error

Occurs due to chance

Occurs due to non-randomrfacto

Affects all groups equally (nor
differential)

-Affects some groups more thi
others (differential)

AN

Exposure: misclassification ofExposure:
exposures is equal for cases amaposures differs between cases
controls (e.g. 20% of cases ancbntrols

20% of controls

aremisclassified as having been expos
misclassified as being exposed)as having the disease)

misclassification q

(e.g. 20% of cast

f
and
DS

sed

Outcome: misclassification ofOutcome:

outcomes is equal foe expos
and non-exposed (e.g. 30%
exposed and 30% of no
exposed are misclassified

having the disease)

nexposed are misclassified as hay
athe disease but only 7% of non-

misclassification c
outcomes differs between expos
a@nd non-exposed (e.g. 19% of t

exposed are misclassified as hay
the disease)

nf
ed
he

ng

ng

Bias is towards the
hypothesis (i.e. dilution of th
study’s findings)

nuLIaBias can be in aby direction

Less threatening for a study thaMore threatening for a study tha

systematic error

random error

Example: a study of lung canceExample:

in relation
residence
classifies subjects (cases 3§
population)

to proximity of

a study assessing 1

AN

he

association between visual displ

rabortion. Here, cases are more lik

ay

to a coke ovemnit (VDU) usage and spontanegus

1\

by distance ofto recall VDU usage compared with

residence from the oven at theontrols, particularly if there has

time of follow-up. Here there isbeen

misclassification

near the oven at the time
follow-up will have lived there
at the etiologically relevar
time) but this error
randomly

due tohypothesis. Therefore the associat
migration (not all people livingmeasured is likely to be greater th
othe true association

occurs

media interest in th

—+

Effects of Measurement Errors
Measurement errors can affect:
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With regard to the measurement of confounder vhgban apparent
association between the exposure and the disease pmsist after
statistical adjustments. Such residual confoundirgy particularly
problematic where the variable being measuredfiedli to quantify (e.g.
measurement of socioeconomic status). For this omgeagesidual
confounding should always be considered where @ocadion persists
following statistical adjustment for a known conhoier

3.8 Avoidance of Measurement Error

Measurement error can be avoided or accounted fareus stages of the
study.

Table 1.5:Avoiding and Accounting for Measurement Eror

Type of study Strategy for dealing with measurenagrar

Design Set out to measure reliability: correlatemefficients
(continuous variables) or Cohen’s kappa (categbrica
variables)
Blinding

Standardised measurement instruments

Use multiple sources of information (questionnaires
direct measurements, registries, case records)

Use multiple controls

Data collection Administer instruments equally to:
Cases/controls
Exposed/unexposed

Data analysis Perform a sensitivity analysis to tfes robustness of
the findings

Reporting Consider and mention potential random |and

systematic errors

4.0 CONCLUSION

Incidence relates to new occurrence, while Precalaelates to existing
outcomes. Prevalence is also called the ‘point glemce’, i.e. the
proportion of a population with a disease. It iprximately equal to
incidence x duration provided that the incidence te death/recovery rate
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have been stable for the disease over some preceddme. Period
prevalence relates to the proportion of the popmratith a disease during
a specified period. Incidence and prevalence arth bueasures of
occurrence.

5.0 SUMMARY
In this unit you have learnt the following:

Measures of incidence

Measures of Prevalence

Direct Standardisation

Indirect standardisation

Years of life lost

Measures of disease burden

Errors in Epidemiological measurement
Avoidance of measurement errors.

6.0 TUTOR-MARKED ASSIGNMENT

1 Define the following:
a) Incidence rate
b) Prevalence rate
C) Point prevalence rate
d) Period prevalence rate
e) Years of life lost.

2 In a Hamlet with a population of 6000, 30 neases of Diarrhea
occurred in February 1976 and 52 cases in 197#Hhemmonths of
July, August, and September. Calculate monthly mldgbrate in
1976 and 1977.
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1.0 INTRODUCTION

Biostatistics is the term used when tools of siasare applied to the data
that is derived from biological sciences such aglionee.Any science

demands precision for its development, and so dosdical science. For
precision, facts, observations or measurements kavee expressed in
figures.

Everything in medicine be it research, diagnosisreatment, depends on
counting or measurement. High or low blood pressqwas no meaning,
unless it is expressed in figures. Incidence ottablosis or death rate in
typhoid is stated in figures. Enlargement of spleemeasured in fingers’
breath. Thus medical statistics or biostatistics ba calledquantitative
medicine.

In nature, blood pressure, pulse rate, action ofirag or any other
measurement or counting varies not only from pertsoperson but also
from group to group. The extent of this variability an attribute or a
character, whether it is by chance, i.e., biolodgomanormal, is learnt by
studying statistics as a science.

Comparison of two or more groups is of great imgoce in applied
scientific practice of medicine, e.g., infant mdétyarate in developing
countries like India was around 73 per thousang liivths in 1994 while in
developed countries like the USA, UK and Japanyabes have gone down
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to about five per thousand live births per year tuexternal factors like
socio-economic advancement, better applicatiorc@nsific knowledge in
medicine or improved health services. Rise in putte noted after an
injection of a drug may be by chance or due toefifiect of drug.

Variation more than natural limits may be pathotagdji.e., abnormal due to
the play of certain external factors. Hence, bittstias may also be called a
science of variation The data after collection, lying in a haphazarasm
are of no use, unless they are properly sortedsepted, compared,
analysed and interpreted. They mean something thare figures, give a
dimension to the problem and even suggest theisonlutor such a study of
figures, one has to apply certain mathematicalrtiegles calledstatistical
methods such as calculation of standard deviation, stahdaror and
preparation of a life table. Though these methods cuite simple and
general in application, medicos follow them onlyemhthey are put in a
familiar way giving day-to-day medical examples. mglover, medical
statistics merit special attention as they deahviitiman beings and not
with material objects or lower animals. Medical eh®&r has to give his
opinion or make an impression after applying thas¢hods.

A medical student should not depend on a statistiéor the statistical

analysis. For professional interpretation of hisufts, he should learn the
application of methods himself which do not requikeowledge of

mathematics higher than what he or she had acqtivedapplication of

methods himself which do not require knowledge @thematics higher
than what he or she had acquired at school. Howéeeor she should take
the guidance of a qualified statistician right frahe beginning of any
scientific study till drawing the conclusions. Medl Statistics go under
different names when applied in different fieldsisas:

Health statistics in public health or community lkiea
Medical statistics in medicine related to the stoflgefect, injury, disease,
efficacy of drug, serum and line of treatment, etc.

Vital statistics in demography pertaining to vigalents of births, marriages
and deaths, these terms are overlapping and nhisexe to each other.

2.0 OBJECTIVES
By the end of this unit, you will be able to:

. Apply and use biostatistics as figures
. explain common statistical terms
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measure location-averages and percentiles
grouped series
apply and use percentiles.

MAIN CONTENT

Application and Uses of Biostatistics as a &cice

In Physiology and Anatomy

To define what is normal or healthy in a populateomd to
find limits of normality in variables such as weigind pulse
rate— the mean pulse rate is 72 per minute but up tot wha
limits it may be normal on either side of mean hasbe
established with certain appropriate techniques.

To find the difference between means and propastioh
normal at two places or in different periods. Theam height
of boys in Gujarat is less than the mean heighPumjab.
Whether this difference is due to chance or a ahuariation
or because of some other factors such as betteitiomt
playing a part has to be decided.

To find the correlation between two variables X andsuch as
height and weight— whether weight increases or decreases
proportionately with height and if so by how mubhs to be found.

In Pharmacology

To find the action of drug- a drug is given to animals or
humans to see whether the changes produced arto dbe
drug or by chance.

To compare the action of two different drugs or two
successive dosages of the same drug.

To find the relative potency of a new drug withpest to a
standard drug.

In Medicine

To compare the efficacy of a particular drug, operaor line

of treatment— for this, the percentage cured, relieved or died
in the experiment and control groups, is compared a
difference due to chance or otherwise is found pglyang
statistical techniques.
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. To find an association between two attributes sagltancer
and smoking or filariasis and social classan appropriate
test is applied for this purpose.

1 To identify signs and symptoms of a disease or ymd.
Cough in typhoid is found by chance and fever ignfb in
almost every case. The proportional incidence of on
symptom or another indicates whether it is a charestic
feature of the disease or not.

4. In Community Medicine and Public Health

I To test usefulness of sera and vaccines in thd figbercentage of
attacks or deaths among the vaccinated subjeatsngared with
that among the unvaccinated ones to find whetherdifference
observed is statistically significant.

. In epidemiological studies— the role of causative factors is
statistically tested. Deficiency of iodine as anportant cause of
goitre in a community is confirmed only after compg the
incidence of goitre cases before and after givatlizied salt.

In public health, the measure adopted is evaludtediering of morbidity
rate in typhoid after pasteurisation of milk mayatibuted to clean supply
of milk, if it is statistically proved. Fall in kin rate may be the result of
family planning methods adopted under National MRamWelfare
programme or due to rise in living standards, iasheg awareness and
higher age of marriage.

Thus, by learning the methods in biostatisticstualent learns to evaluate
articles published in medical journals or paperadrein medical
conferences. He understands the basic methods sénaiion in his
clinical practice or research.

3.2 Application and Uses of Biostatistics as Figas

Health and vital statistics are essential toolsemography, public health,
medical practice and community services. Recordingtal events in birth

and death registers and diseases in hospitalkasbbok keeping of the
community, describing the incidence or prevalenceiseases, defects or
deaths in a defined population. Such events prgpeciorded form the eyes
and ears of a public health or medical administra®herwise it would be
like sailing in a ship without compass. Thus, kadistics as a science of
figures will tell:
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a. What are the leading causes of death?

b. What are the important causes of sickness?

C. Whether a particular disease is rising or fallimg Severity and
prevalence?

d. Which age group, sex, social class of people, psida or place is

affected the most?

The levels or standards of health reached.

Age and sex composition of population in a communit

Whether a particular population is rising, falliggeing or ailing?

Which health programme should be given priority ardht will be

the requirements for the same?

S@ ™o

3.3 Common Statistical Terms

One should remember before learning the methodsastatistics, some
terms used, their symbols and notations and refand when needed.

1. Variable: A characteristic that takes on different valueslififerent
persons, places or things. A quantity that varigkiwlimits such as
height, weight, blood pressure, age, etc. It isotish as X and
notation for orderly series as XX,, Xs, ...X,. The suffixn is symbol
for number in the seried. (sigma) stands for summation of results
or observation.

2. Constant: Quantities that do not vary suchmas 3.142,e = 2.718.
They do not require statistical study. In biostaiss mean, standard
deviation, standard error, correlation coefficiantl proportion of a
particular population are considered as constant.

3. Observation: An event and its measurements such as blood peessu
(event) and 120mm of Hg (measurement).
4. Observational Unit: The source that gives observations such as

object, person, etc. In medical statistics the tenaividuals or
subjects is used more often.

5. Data: A set of values recorded on one or more obsemvaltionits.

6. Population: It is an entire group of people or study elements
persons, things or measurements for which we haviatarest at a
particular time. Populations are determined bysplrere of interest.
It may be finite or infinite. If a population cosss of fixed number
of values, it is said to be finite. If a populaticonsists of an endless
succession of values, the population is an infioie. It has to be
fully defined such as all human beings, all fansiljeint or nuclear
and all women of 15-45 years of age or only marmexmen, all
patients, all doctors in service or in practice awdon. Such a
population invariably gives qualitative data. Ifistfinite or limited
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in number, it can easily be counted. A statistpdulation may also

be birth weights, haemoglobin levels, readings dhe@rmometer,

number of RBCs in the human body, etc. Such a poijoul mostly
gives quantitative data. It is finite or small inmber that cannot be
easily counted.

Sampling Unit: Each member of a population.

Sample: It may be defined as a part of a population. H group of

sampling units that form part of a population, gafig selected so

as to be representative of the population whosmhias are under

study. There are many kinds of sample that canebect®d from a

population. Various methods employed are describégl in the

book.

9. Parameter: It is a summary value or constant of a variablat th
describes the population such as mean, variancegelaton
coefficient, proportion, etc. Familiar examples arean height, birth
rate, morbidity and mortality rates, etc.

10. Statistics: It is a summary value that describes the samplke as its
mean, standard deviation, standard error, coroslatoefficient,
proportion, etc. This value is calculated from slaenple and is often
applied to population but may or may not be a vaatimate of
population. Though not desirable, parameter antistaare often
used as synonyms.

11. Parametric test: It is one in which population constants as
described above are used as mean, variances,netclasa tend to
follow one assumed or established distribution sashNormal,
Binomial, Poisson, etc.

12.  Non-parametric tests: Tests such asest, in which no constant of
population is used. Data do not follow any speadfistribution and
no assumptions are made in nonparametric tests,t@.glassify
good, better and best you allocate arbitrary numimer marks to
each category.

© N

Notations for a Population and Sample Values
Roman letters are used for statistics of sampldsGaeek for parameters of
population.

Table 2.1 Common Notations

Summary Value Sample Statistics Population
Parameters

Mean K

Standard deviation S

Variance s

Proportion P P
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Complement of Q Q

proportion

Table 2.2: Other Symbols Commonly Used

= Equal to

> Greater than

< Less than

Z The number of standard deviatigns
from the mean or standard normal
deviate/variate

% Per cent

Gamma Pearson’s correlation coefficient

Rho Spearman’s correlation coefficient

O Observed number

E Expected number

d.f. orf Degrees of freedom

K Number of groups or classes

P Probability

3.4 Measures of Location- Averages and Percentiles

Measures of Central Tendency- Averages

Information from series of observations presentgddnk in a sample or
frequency distribution table is summarised by aseoler to get answers to
the following three questions:

1. What is its average or central value?

2. How are the other values dispersed around thisevatuvhat is the
degree of scatter?

3. What is the shape of the distribution - is it nofta

4. Average value of a characteristic is the one cematue around
which all other observations are dispersed. Inlarge series, nearly
50 per cent observations lie above while the remgiBOper cent lie
below the central value. It indicates how the vallie near the
centre. In other words, it is a measure of centemldency or
concentration of all other observations around ¢tkatral value.
Thus an average value helps:

Firstly, to find most of the normal observations klose to the central
value, while few of the too large or too smallfie away at both ends.
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Secondly, to find which group is better off by campg the average of one
group with that of the other, e.g., one finds thierage incubation period of
cholera is smaller than that of typhoid; incomeptdaders is higher than
that of doctors; average daily attendance of orspital is higher than that
of another; and so on. After finding the differenoee may reason out why
in one group it is more than that in the other.

Average is a general term which describes the eafta series. There are
three common types of averages or measures ofatguisition or central
tendency- mean, median and mode. They are summdiges describing
the ‘central point or the most characteristic vabfea set of measurements.

Mean

This measure implies arithmetic average or aritionetean which is
obtained by summing up all the observation andddig the total by the
number of observations. Example, Erythrocyte sediat®n rates (ESRS)
of seven subjects are 7,5,3,4,6,4,5. Calculatenien.

Mean =7+5+3+4+6+4+5=34=4.86 It is the one centralue, most
commonly used in statistical methods.

Median

When all the observations of a variable are arrdngeeither ascending or
descending order, the middle observation is knosmadian. It implies
the mid value of series. ESRs of seven subjeciaam@nged in ascending
order _3,4,4,(5) is the median is almost equahéomean. Consider another
example of observations in absenteeism of schoibdireh in the series
4,6,8(10), 12,14,32. Mean 86/7=12.3

Median value=10

In this case, mean value gives a distorted resutin@ observation 32 is too
large, so the mean as a measure of central tendsheyld not be

considered appropriate. To have a better idea @fage, one should ignore
unduly high observations such as 32 in the abowmele. Mean of the

remaining observations will be 54/6 = 9.0 whichmsich closer to the

median, i.e. 10 than the mean 12.3 calculated satlen observations.

Median, therefore, is a better indicator of cenillie when one or more of

the lowest or the highest observations are widetapanot so evenly
distributed, e.g.
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YEAR

1974 1977
Mean age at marriage | 16.40 15.70
Median age at 15.70 16.00

marriage

As per mean, the age at marriage in 1977, has assdewhile as per
median it has increased which is nearer the truth.

Another good example is the duration of stay irogpgital in general or in a
specific disease ward, or disease. In such casdmmes a better indicator
because the stay may be unduly long in some cases.

Mode

This is the most frequently occurring observatioraiseries i.e., the most
common or most fashionable, such as 8 mm in tuliertest of 10 boys
given below:

3,5,7,7,8,8,9,10,11,12

Mode is rarely used in medical studies. Out ofttiree measures of central
tendency, mean is better and utilised more ofteralree it uses all the
observations in the data and is further used irdsis of significance.

Calculation of Mean
A series of observations is indicated by the letkerand individual
observations by X X,, ...X,. The mean of series is denoted by (X bar); the
number of observations by n and the sum of obsenatby ) (sigma)
which means sum-up or add-up of all the results.
Formula for calculation of mean is:
Mean = Total or sum of the observation

Number of observations
The mean is calculated by different methods in tiypes of series,
ungrouped and grouped.

Ungrouped series

In such series the number of observations is si@wadl there are two
methods for calculating the mean. The choice depembn the size of
observations in the series.

A. When the observations are small in size, simply #@dsn up and
divide by the number of observations.
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Example

Tuberculin test reaction of 10 boys is arrangedsoending order being

measured in millimeters. Find the mean size oftreac

3,5,7,7,8,8,9,10,11,12

Mean = 3+5+7+7+8+9+10+11+12= 80=8 mm

10

B. When individual observations are large in sizeheituse a
calculator for addition orproceed as in (A) abo@. assume an
arbitrary mean measurement and the assumed meavoriing
origin (W). Find out the difference between eachasugement and
the assumed mean or working origin, sum up theewdifice and
divide the total by ‘n’, i.e., the number of difearces or deviations
denoted by (small x bar).

Here, X stand for the original series of observatioand x for the
differences between X and the working origin oruassd mean. Mean of
the original observations or X = w + X

Examples

1) Find the mean incubation period of 9 polio casgsmbelow. In this
case 20 may be taken as the working origin or wagrknean and O
may be put opposite that.

Table 2.3:

X X-w X
23 23-20 +3
22 22-20 +2
20 20-20 0
24 24-20 +4
16 16-20 -4
17 17-20 -3
18 18-20 -2
19 19-20 -1
21 21-20 +1
180 +10-

10=0

a. By direct method
Number of observation n =9

b. By assumed mean (w) method
YX 180
= =—=20
n 9
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2. Heights in centimeters for seven school childrem given below.
Find the mean. 140 may be taken as the workingrota@ycalculate

the mean height.

X X-w X
148 148-140 8
143 143-140 3
160 160-140 20
152 152-140 12
157 157-140 17
150 150-140 10
155 155-140 15
1065 85
a. By direct method
Number of observations n =7
YX 1065
=—=—=1521
n 7

b. By assumed mean (w) method

YX —w 85

= —=121
n 7
=w +(x bar) =12.1 + 140 = 152.1
If w = 150, calculations will still be easier.
3. The heights of 7 boys aged 14 years are given iwitinfractions in

the table that follows. Find the mean. Take Odoy convenient
working origin or assumed mean such as 150 inxhenple below.

Table 2.4

X (Height) X-W = X Sum of x
145.8 -4.2

146.9 -3.1 -8.5
148. -1.2

150.0(w) 0

152.1 +2.1

153.6 +3.6 +12.7
157.0 +7.0

3.5 Grouped Series

When the number of observation is large the dagaaaranged in groups
and frequency distribution table is prepared finstall grouped series only
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weighted mean has is prearranged first. In all geduseries only weighted
mean has to be found and not the ordinary. Makeeaxent groups as per
the characteristic values and prepare the frequdrstsibution table. Find

the value or weight, contributed by each group sply and multiply the

mid value of group with its frequency. Total thgseduct values and then
divide by the total number of observations in tlaenple. This mean is
called weighted mean or grand mean or mean of means

Examples

1. The average income of 10 lady doctors is Rs  4€Onponth and
that of 20 male doctors is Rs 600 per month. Cateuihe weighted
mean or average income of all doctors.

One may consider the average income of all do@srRs 500/ - if
he adds the averages of Rs 400 and Rs 600 andlithdas by 2. It
is, however, advisable to compute after taking iatxount the
incomes or weights contributed by each group ottalscas shown
below:

Total income of 10 lady doctors =

= mean income of the group x frequency  xf400 x 100 = Rs
4000.

Total income of 20 male doctors = ,xf600 x 20 = Rs. 12000
Total income of all the 30 doctors = 4000 + 1200Rs=16000 (sum

of weights, |e2fx 163000 RS 533.3 and not Rs 500/—

Weighted mean is computed in the same way whentewvem
gualitative data is expressed in percentages.

2. Calculate overall fatality rate in smallpox fronmetage wise fatality
rate given below:

3.

Table 2.5:Fatality Rate

Age Group in Years No. of Smallpox Cases Fatality &e Per cent
0-1 150 35.33
2—-4 304 21.38
5-9 421 16.86
Above 9 170 14.17

It will be wrong to compute the overall rate by adgrates and dividing by
four.

(35.33+21.38 +16.86 + 14.17) +4=21.94

Instead, we will have to calculate the total deatheach age group from
the fatality per cent given above.
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No. of deaths = 35.33 x 150 + 21.38 x 304 + 16.82% + 14.17 x 170 =
213.06 -
100 100 100 100

213.06 deaths have occurred out of 1045 smallpeesdence overall
fatality rate per cent

= 213.06 x 100 = 20.39%

1045

Calculation can be simplified by directly multiphg the frequency of
smallpox cases with the death rate in each ageygrad then dividing the
total deaths by total smallpox cases. This elinesadivision as well as
multiplication by 100.

150 x 35.33 + 304 x 21.38 + 421 x 16.86 + 22@.17 = 20.39
1045

Weighted mean is easy when groups are fewer, $iabservation is small
and they are not in fractions in a frequency distiion table. No working
origin is necessary, one has to simply find theugabf each group, i.e.,
weight, add the group weights and divide by thaltoumber in the sample.

4. Find mean days of confinement after delivery in flolowing
series:

Table 2.6: Confinement Days

Days of No of Total days of each
confinement patients group (weights).
X fX

30
28
32
27
20
8 137

= ©O©0~NO®
PDNW>M~M~OOHT

Apply the formula for the weighted mezegﬁ where X denotes the series of

observations, i.e., days of confinement and f esftequency of patients in
each group and n is the total frequency, i.e., rtnenber of patients
confined.

Mean days of confinement, therefc#éiﬂ =137+18=7.61
Class interval in the days of confinement is ta&smone.
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5. Calculate mean when class interval is again one dmaup
characteristics and frequencies are in fractiomslarge in size as in
the weight of large number of boys in the table thhows:

Table 2.7: Weight of Large Number of Boys

Weight of | Midpoint or | No. of Children | Weight Contributed
Children Average wt. of|in Each Group by Each Group
in kg Each Group F fXq

X Xq

60 - < 61 60.5 10 10 x 60.5

61 - 61.5 20 20 x 61.5

62 - 62.5 45 45 x 62.5

63 - 63.5 50 50 x 63.5

64 - 64.5 60 60 x 64.5

65 - 65.5 40 40 x 65.5

66 - < 67 66.5 15 15 x 66.5
Total 240 15310.0

Finding the average weight of each group from thgirmal records may be
laborious and they may not be available. The gras@wirequency
distribution table is prepared as in example 3fifid the average or mean
of each group the mid value of the group 60 - < Rbw the weight
contributed by each group §Xis found by multiplying with the frequency
(f). Apply the formula as in example 3.
YfXg 15310.0
Y 63.79
This method of calculation is still laborious arahde further simplified by
assuming an arbitrary mean or working origin as vdase in the
ungrouped series when size of observations was.|difgs working origin
will be the mid value of any group which is takenCa
The group values above and below this assumed (@anay be reduced
to working units of 1,2,3, ...etc., which are mulépl of class or group
interval in the frequency distribution table.

Table 2. 8: Frequency Distribution

Weight in| Mid value | Frequency | Working | Group Sum of
kg or No. units weight fx
2.(fx)
X Xq f X Fx >(fx)
60 — 61 60.5 10 -2 10 x -2
61 — 62 61.5 20 -1 20 x -1
62 — 63 62.5(w) 45 0 45x0
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75 — 40
63 — 64 63.5 50 +1 50x1
64 — 65 64.5 60 +2 60 x 2
65 — 66 65.5 40 +3 40X 3
66 — 67 66.5 15 +4 15x4

165 +350
Total 240 +310

Mean ion working unitg, = % = 1.29

Mean in real units, X =w + x = 62.50 + 1.29 = 8.7
Thus, mean in real units = central value (62.5)eal units of the group
against which 0 is placed, + X x class interva2@1x 1).

Measures of Location — Percentiles

Percentiles Averages discussed so far are measireentral value;
therefore, they locate the centre or mid-point @fisdribution. It may also
be of interest to locate the centre or locate ofh@nts in the range.
Percentiles do that. They are values of a varighteh as height, weight,
age, etc., which divide the total observations bynaaginary line into two
parts expressed in percentages such as 10 peam@®Oper cent or 25per
cent and 75per cent, etc. In all, there are 99 gmtites. Centiles or
percentiles are values in a series of observatarsnged in ascending
order of magnitude which divide the distributionoid00 equal parts. Thus,
the median is 50 centile. The 59 percentile will have 50per cent
observations on either side. Accordingly™iercentile should have 10per
cent observations to the left and 90per cent taitite. But for population
in India it is not so. If children at age 3.5 yedosm 10" percentile, it
means 10per cent of entire population is belowyg#rs of age and 90per
cent is above that age. Age 20 may be median 'BipBécentile and divide
the people into one half below 20 years and therdthlf above 20 years of
age. In developed countries "L@ercentile may be 7.5 years, therefore
10per cent population will be below 7.5 years whilelndia 7.5per cent
years may be 2bor 28" percentile and cover 20per cent or 25per cent of
the total population. Thus, percentiles are usedivimle a distribution into
convenient groups. Those in common use are desicoblew:

Quartiles: They are three different points locabedthe entire range of a
variable such as height —QQ, and Q. Qlor lower quartile will have
25per cent observations of heights falling on & &nd 75per cent on its
right; Q2 or median will have 50per cent observaion both side and Q3
or upper will have 75per cent observations onatsdnd 25per cent on its
right.
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Quintiles: Quintiles, four in number divide the tdisution into 5 equal
parts. So 20 percentile or first quintile will have 20per cestiservations
falling to its left and 80per cent to its right.

Deciles: Nine in number divide the distributionantO equal parts; first
decile or 18 percentile will divide the distribution into 10peent and
90per cent while®decile will divide into 90per cent and 10per cand &'
decile will be same as median. So median of a bkriean also be called as
second quartile Q5" decile B or 50" percentile B

Arithmetical Method of Finding the Value of any Percentile from the
Cumulative Frequency Table

The median, quartile and percentile values of tharacteristic can be
calculated from the cumulative frequency table dRime variable group in
which the particular observation lies and thenerdie lower value of the
variable of that group proportionately to the valaé that particular
observation, with the presumption that the ris¢h variable group from
the higher value is uniform.

For illustration, median, Q Q; and 1" percentile is calculated from the

cumulative Frequency.

a. Median (Q), i.e.,200/2 or the 1¢Dobservation lies in the height
group 170 — 172 cm. The cumulative frequency rige49 from 81
to 100, i.e., median, or middle observation. ForoB8ervations, the
attribute value as per the table, rises by clagsval of 2 cm from
170 cm to 172 cm. Therefore, the proportionate insthe attribute
for 19 observations
=2x(100-81)=2x19=1.46
26 26

Thus, median or second quartilg ¢alue = 170 + 1.46 = 171.46 cm
which is almost equal to the graphic value 171f0 2.1)

b. First quartile (Q), i.e.,200/4 = 58 observation, lies in the group 166
— 168 cm. Cumulative frequency up to height 166sHd?.

Q1 =166 + 2 x (50 — 42) (19 is the group frequency)

19 E—
=166 + 16 = 166.84 cm
19—

C. Third quartile (Q), i.e., 200 x % = 18D observation lies in group
174-176 cm. Cumulative frequency up to height -7436.
Q3=174 + 2 x (150 — 136) (30 is the group frequency)
30
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=174 + 28 = 174.93 cm
30
d. Tenth (18" percentile, i.e., 200/10 or ®bservation, lies in the
group 162 — 164 cm.
Py = 162 + 2 x (20 — 10)
15
= 162 + 20
15
=163.33 cm.

To find how a particular observation or percentitédl divide the entire
frequency into two parts of percentages, one hdmdoin which group of
the frequency distribution table this particularsetvation lies and then
raise the frequency vale from the lower limit prammately, again making
the presumption that rise is uniform from lowehtgher value.

For illustration, let us find how the height 163.88 divides the entire
frequency. As seen in the example above the hdightin cumulative

frequency of group 162 cm to 164 cm, i.e., somewleibetween 10 — 25,
proportional rise of frequency from 10 in this gpoowould be calculated as
follows:

Rise in frequency for 2 cm height = 15
Rise in height = 163.33 — 162.00 = 1.33 cm

Rise in frequency for the height 1.33 cm

15 X1.33
= =10

2
Therefore, the number of observations up to thghtei63.33 cm = 10 + 10
= 20, which forms the dividing point where 19 ohsgions lie below 20
and 180 above that. Thus, we make use of the canvwilérequency
distribution table and not the cumulative frequepoiygon.

3.6 Application and Uses of Percentiles

1. Location of a percentile that divides the frequenalle into two
parts.

Example

The 2% percentile is located in the entire height as 3466cm
graphically and arithmetically. Conversely to fimtiat percentile an
observation is
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2. Preparation of a standard percentile such as & median Q
etc., for particular age(s), sexes, etc.

Example

Standard median is made use of in the preparafianweight card,
recommended by the Nutrition Subcommittee Indiaradmy of
Paediatricians to assess the nutritional statushiddiren in the age
group 0 — 6 years. The same is used in integrdted development
service scheme (India). Median weights of well-to-éhdian

children are found at all months from 1 month to manths. By
joining the median weights plotted month wise oe gnaph paper,
50" percentile for 72 months is drawn and is used asaadard
median. A comparison between well - to — do Inchad American
children of corresponding ages revealed that forameras tall and
heavy as the latter, boys up to the age 14 yeatggals up to the
age of 12 years.

Other lines are drawn 80per cent, 70per cent, 66petr and 50per
cent of the standard median weights at differeesafn the diagram
thus prepared, the vertical axis indicates the ktefigpm O to 22 kg
ad horizontal axis gives the age in months frono 2. Weight at
any age is plotted to note between which liness.li

Weight for age falling above the first, i.e., 80pent line considered
normal and that between first line (80% wt.) andosel line (70%
wt.) is considered in malnutrition Grade 1. Weidgiting between
70per cent and 60per cent lines is in Grade 1lvdmt 60per cent
and 50per cent is in Grade 111; and below 50periseronsidered
in Grade IV. Children falling in nutrition Gradeslll and 1Vare
considered as severely malnourished.

3. Comparison of one percentile value of a variablersd sample with
that of another sample, drawn from the same padpualadr from
different population, median, quartile or any otpercentiles can be
compared.

Example

Cumulative frequency polygons or ogives for onerad Indian
and Harvard children are drawn taking an identgahple in both
the cases. It is seen that Harvard" 5fercentile corresponds to
Indian 60" percentile. Weight up to 9 kg covers 50per cent of
Harvard children but it covers 60per cent of thdidn children are
heavier than the latter.
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Thus, size of any percentile of one sample candmpared with
other, and deviation found by the difference betwine two will be
clear at a glance.

4. To study growth in children
Examples
1. A cumulative frequency table of heights of malddr@n who

have completed™ 5" and &' year of age, is given below:

Table 2.9: Cumulative Frequency

Age Height in cm up todifferent
in percentiles
years 5 10 25 50 75 90 95

4 94.0 96.0 99.8 103.7 106.9 110.5 112.9
5 97.3 99.2 1026 106.2 110.3 114.2 11538
6 102.8 104.9 108.1 1104 1152 11.84 1194

Percentiles at different ages indicate growth wiligchimost uniform
when different percentiles are compared. It is allbree cm from
age four to five and about four cm from age fivesiv. The table
also shows how different percentiles divide thetrifigtion of
children in two parts.

At age four, the height94 cm shows that five pett ahildren were
shorter and 95per cent were taller than heightr@4@nly five per
cent children are taller than 112.9 cm in this grou

2. The 10" percentile height of 200 children at age 4 wasi96
Half of the children (100) were put on vitamins AdaD and
the other 100 children were kept as control andgpacebo.

After one year, it was found thatYl@ercentile height as 97.3
cm in control group and 99 cm in experiment grolipus it
was observed that vitamins A and D boosted thehheaiy
experiment group in the figure below.

5. As a measure of dispersion: Interquartile and gdaterquartile
ranges are sometimes used as measures of dispersion
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4.0 CONCLUSION

Biostatistics is the term used when tools of siasare applied to the data
that is derived from biological sciences such aglioiee. Any science
demands precision for its development, and so dosdical science. For
precision, facts, observations or measurements avee expressed in
figures. Everything in medicine be it research,gdi@sis or treatment,
depends on counting or measurement. High or lowdloressure has no
meaning, unless it is expressed in figures. In@deaf tuberculosis or
death rate in typhoid is stated in figures. Enlarget of spleen is measured
in fingers’ breath. Thus medical statistics or batistics can be called
guantitative medicine. Biostatistics may also be called sktience of
variation. The data after collection, lying in a haphazarasshare of no
use, unless they are properly sorted, presentadpa@d, analysed and
interpreted. They mean something more than figuge® a dimension to
the problem and even suggest the solution. For awsthidy of figures, one
has to apply certain mathematical techniques caltatstical methods
such as calculation of standard deviation, standenat and preparation of
a life table.

A medical student should not depend on a statistiéor the statistical

analysis. For professional interpretation of hisufts, he should learn the
application of methods himself which do not requikeowledge of

mathematics higher than what he or she had acqtivedpplication of

methods himself which do not require knowledge @thematics higher
than what he or she had acquired at school. Med@tatistics go under
different names when applied in different fieldslsas: Health statistics in
public health or community health. Medical statistin medicine related to
the study of defect, injury, disease, efficacy ofig] serum and line of
treatment, etc. vital statistics in demography goemg to vital events of

births, marriages and deaths. These terms areapyenly and not exclusive
to each other.

5.0 SUMMARY

In this unit, you have learnt the following;

. Application and Uses of Biostatistics as a Science
. Application and Uses of Biostatistics as figures

. Common Statistical terms

. Measures of location-Averages and Percentiles

. Grouped Series

. Application and uses of Percentiles
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6.0 TUTOR-MARKED ASSIGNMENT

1) Exhaustively discuss the application and u$dsostatistics as both
in science and in figures.

2) A cumulative frequency table of heights of melgldren who have
completed %, 5" and & year of age , is given below;

Table 2.10: Cumulative Frequency

Age in Height in cm up to different percergile

years |5 10 25 50 75 90 95

4 94.0 96.0 99.8 103.7| 106.9 1105 112,
5 97.3 99.2 102.6 | 106.2| 110.3 114.2 115
6 102.8 | 1049 | 108.1| 110.4| 1152 1184 119

a) Attempt to draw the Ogives of the information piaa
b) Comment on the percentiles presented at differged.a
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.0 INTRODUCTION

In this unit, ahead of considering anything abdw tctual process of
getting words onto paper, we look at the constometihe shape”- of a
good report. There are two considerations here:

What makes it work for the reader?

What assist you to compile it quickly and easily?

Of these, the first is the most important, but fénetors involved luckily act
positively in both cases. The starting point tonkimg is to set clear
objectives and create very sound structure as a# lstefly discuss in the
accompanying paragraphs.

2.0 OBJECTIVES
By the end of this unit, you will be able to:

state clear objectives

explain what should constitute the middle portibmhe report
discuss logical structure

discuss simple format of a good report.

134



PHS 421 RESEARCH METHODSIN PUBLIC HEALTH

3.0 MAIN CONTENT

3.1  Setting Clear Objectives

The most important thing to settle initially is gty why the report is being
written. What is it foP Few reports are just “about” something. They may,
of course, have various intentions- to inform, wae and so on, as
mentioned in the last chapter- but what matters tmesthe overall
objectives. And this in turn means you must beroldzat you want the end
results to be after the report is delivered and.rea

For example, it is unlikely to be clear objectiteswrite something “about
the possibility of the office relocating”. It mayelvalid to write something
to explain why this may be necessary, compare &hative merits of
different solution and recommend the best optiorer&that may need more
specifics within it, spelling out the advantagesatlvantage to different
groups: staffs, customer’s etc. who may each lexedd in different ways

Objectives should be defined frastanding point of readers.
You need to consider:

o Which particular people the report is for?

. Whether the group is homogenous or if multiple semdst be met?
. The reason these people needs the report?

. What they want in it, and in what detail?

° What they daot want;

The result they look for (what they want to undenst, what action they
want to take, or what decision they will be ablertake).

It follows that it may well help to know somethiadpout the recipients of
any reports that write. You may, of course, knoenthwell; for example,
they may be colleagues that you work with closklgot, ask yourself:

What kind of people are they (male/female, youra/ol

How well do you know them?

What is their experience of the report topic?

What is their likely attitude to it? (e.g. welcorgihostile)

What is their personal involvement? (How does tbgueé affect
them?)

How do they rank the importance of the topic?

o Are they likely to find the topic interesting?

o Are they likely to act as a result of reading it?
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Everything that follows, what you write, how you iterit and how you
arrange it, is dependent on this first premise learcobjective is literally
the foundation upon which a good report is based. WMl return to this,
and to exactly how you set such an objective, ms@ering preparation for
writing in this next chapter. Meanwhile we turnthe actual shape of the
report itself.

3.2 A Sound Structure

1) The simplest structure one can imagine is anmegg, middle and
the end. Indeed, this is what a report must comsjsarguments or
case it presents may be somewhat more complex fdllesaturally
into four parts:

- Setting out the situation.

- Describing the implication.

- Reviewing the possibilities

— Making a recommendation.

2) The situation: this might refer to both the ity and importance of
written communication around, and outside, the oiggion. Also
to the fact that writing skills were poor, and rarglard were in
operation, not had any training ever been doneeteldp skills or
link them to recognised models that will be accklataaround the
organisation.

The implication: these might range from a loss obddoiction (because

document took too long to create and had to cotigthae referred back for

clarification), to inefficiencies or worse resulfinfrom misunderstood

communications. It could also include dilution @ntage to image because
of poor document circulating around the organisgtiggerhaps to

customers.

The possibilities: here, as with the argument,ghmarght be many possible
courses of action, all their own mix of pros anchsoTo continue the
example, it might range from limiting report wriginto a small core of
group of people, to reduce paper work completelgeiting up a training
programme and subsequent monitoring system to enssome

improvement took place.

The recommendation: here the “the best” option ad¢ede set out. Or, in

some reports, a number of options must be revidwead which other can
choose. Recommendations needs to be specific: sgidgeexactly what
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should be done, by whom, when, alongside such ldets cost and
logistics.

At all stages generalisations should be avoidegoRg should contain
facts, evidence, and sufficient “chapter and verfee"those in receipt of
them to see them as an appropriate basis for daaisiaction.

With the overall shape of the argument clearly indrwe can look in more
details at the shape of the report itself. The vmawhich it flows through
from the beginning to the end is intended to cding argument, make it
easy to follow and to read, and to make it intémgstoo, a necessary, along
the way.

The three parts fit, unsurprisingly, the old andfuk maxim about the
communications usually abbreviated to: “tell” egl|’tem and tell “em”. In
full this says: tell people what you are going et them-the introduction,
tell them in detailsthe body of the report, and then tell them what you have
told them- orsummarise.

3.3 First, Essential Features of the Beginning

This must start by addressing the stance of théerea\What will they be
thinking as they start reading®iH it be interesting, Readable? Will it help
me? Isit important? -And will it distract them from anything else going
around them, engaging their concentration so thaly tgive it their
attention?

They have their agenda, wanting the report to loeisat etc. as mentioned
earlier; essentially they will only give it real m&deration if they find it

understandable, interesting and a good fit withr teikuation. They do not
want to find it inappropriate. It should not: coséuthem, blind them with
science/technicalities or jargon lose them in apeanetrable structure (or
lack of it), or talk down to them.

Judgments are made very quickly. In the first feved a view is adopted
that colour their reading of the rest of the docome&irst impression last,
as the old saying has it, so this stage is veryomapmt and may need
disproportionate thought to get it phrased and ttoated just right.

The beginning must act as an introduction, whiclstmu

. Set the scene (this can include linking to termsedérence or past
discussion that can promote the report to be wjitte
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. State the topic and theme (and maybe treatment);

. Make the objectives clear;

. Begin to get into the topic, creating a thread thaws the reader
through the first part to the core of the report;

. Position it as appropriate for the readers (whotrfes they are, as
it were, eavesdropping on something meant for sjher

. At the same time, the beginning will inevitably ssgmething about
the writer, and therefore needs to reflect anythiag want readers
to feel (that you are expert, professional or wiateand not put out
any untoward message (too much jargon may say f#ison does
not understand the needs of their readers”). Sodl@iment must be
injected, something we return to.

If it is to earn a reading a report must get quidkl the point. This does not
preclude setting the scene. A report might statiis“report sets out to
demonstrate how the organisation can cut cost byédrOcent, without

sacrificing quality”. After this, and perhaps alétmore, had got readers
wanting to know how, it may be necessary to go lmuk set the scene in
terms that reflects an analysis of current expenelitBut people know

where the report is going- they will go through tegt more easily once a
desirable intention has been spelt out.

The tone of a report also needs to show itselhet first stage. Just as
presenters needs to establish a rapport with #@uaiience, so a report
receives continuing attention if it comes over asassary, useful, written

for a purpose, written with conviction, written bgmeone the reader want
to listen to, and- above all- written with understeng of, and concern for,

its readers.

Get off to a good start and any continuing taskhen often easier. This
certainly applies to writing. Feeling you have gogood beginning breeds
confidence in what must follow. And so too with desy: if a document

starts well, people read on wanting to rest to m#be early acceptability.

There are plenty of frustration in corporate I§emething that looks set to
make life a little easier is very soon recognised appreciated.

One of the reasons that what is often called thecetxwe summary (a
summary that is placed at the beginning ratheheend) often works well
Is that it meets many of the criteria for the begug stated. It interests the
reader who then reads on to discover the detailssedhow and why the
stated conclusions have been arrived at.
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3.4  The Middle

This is the core of the document. It is where theatest amount of the
content is to be found, and hence it has the gseated for structure and
organisation. The key aims here are to:

. Put over the detalil of the report's message;
. Maintain, indeed develop, interest;
. Ensure clarity and a manner appropriate to theeread

It may be necessary to go further. It is here th&t report may seek
acceptance and, conversely, set out to counterlgpehbgagreeing with or
rejecting what it has to say. At the same time emyplexity must be kept
manageable. Doing this, necessitates the simptdigeavhat | preach, are
a number of points all aimed at keeping this cewisn on track.

3.5 Putting Over the Content

A logical structure: selecting, and describing tauryreaders, a way through
the content (for example, describing somethinghirocological order).

“Signposting” intentions; knowing what is comingn¢a why) makes
reading easier. This is why many documents neexhtent page, but it can
also be done within the text- “we will review theoject in terms of three
keys factors: timing, cost and staffing. First,itiqv....." (Perhaps this is
followed by the heading ‘timing’). This is sometfirthat is difficult to
overdo, the clarity it promotes and the feelinghat’ing what is being read
in context of what is to come is appreciated.

Using heading (and sub heading); this is not orffgcéively a form of
signposting, it breaks the text visually and makesasier to work through a
page (contrast the style of a modern business mai as this, with the
kind of dense textbook many of us suffered witkaktool).

Appropriate language: this is important at eveagst

Using graphics (visual graphic devices): this engasses two types of
factors- such things as bold types, capital leteis and illustrations,
including graphs, tables, charts etc.
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3.6 Format of Research Report

Technical report:

Interim report:

Summary report:

Steps in writing research report
The type and scope of report
Format of research report;
Acknowledgements,

Table of contents,

List of tables, list of graphs and charts,
Abstract of synopsis

Dedication page

1)) Body of the report:

Introduction,

Theoretical background of the topic,

Statement of the problem,

Review of literature,

The objectives of the study,

Hypotheses to be tested,

Definitions of the concepts,

Models, if any,

Capitalisation,

The design of the study,

Methodology,

Formulating a research problem,

Hypothesis,

Results / Findings,

Discussion,

Summary, conclusions and recommendations,

Terminal items: bibliography, appendix,

Copies of data collection instruments, technicdaitke on sampling
plan,complex tables glossary of new terms uselaneport.

4.0 CONCLUSION

A good report has two inherent important questimnbrood over and that
must be rapidly considered and answered, viz;-:
What makes it work for the reader?
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What assist you to compile it quickly and easilyf?tiiese, the first is the
most important, but the factors involved luckilyt @ositively in both cases.
The starting point to thinking is to set clear ahijes and create very
sound structure.

5.0 SUMMARY

In this unit we have learnt about the following hwitespect to creating or
generating a good report:

. Ability to set clear objectives

. Creating a sound structure

. Including the essential features of the Beginning
. What should constitute the middle portion of thgomt?
. Putting over the content, viz;-

> Logical structure

> Sign posting

> Using heading and subheading

> Using appropriate language

> Graphics

Knowing simple format of a good report

6.0 TUTOR-MARKED ASSIGNMENT

=

Clearly show the format of creating a good report.

2. As a newly appointed public health officer in ydocality besieged
with an outbreak of Lassa fever, write a full actoof how you
would present your prime report to your health cossioner.

3. Write briefly on the following with respect to tle®ntent of a good

public health report;

) Logical structure

1)) Sign posting

iii)  Using heading and subheading

Iv)  Using appropriate language

V) Graphics
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1.0 INTRODUCTION

Proposals written to solve or address public Heagitloblems and
challenges are very important documents. Everythwey have already
discussed in report writing is equally applicab&renwith much emphasis
on the following; opening must command attentior, wisibly, and

strikingly persuasive, establish interest and liséal the main text, making
people want to read on. As the introduction haartdertake a number of
important, yet routine, tasks, ahead of them it roaybest to start with a
sentence (or more) that is interesting, rings heitb the client’s needs and
wants and set the tone for the document.

The accompanying pattern may be very useful:

Establish the background of the proposal,

Refer to past meeting and discussions;

Recap decisions made to date;

Quote experience;

Acknowledge terms of reference;

List the name of those who were involved in thecdssions and/or
preparation of the document.

As none of this is as interesting as what will dal| this section
should concentrate on essentials and kept short.

The final words should act as a bridge to the sektion.

YV V VVVVVY
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2.0 OBJECTIVES
Bythe end of this unit, you will be able to:

o explain statement of need when writing proposals
o discuss proposal content.

3.0 MAIN CONTENT

3.1 Statement of Need When Writing Proposals

This section needs to set out, with total clarihge brief in terms of the
needs of the customer. It describes the scopeeofahuirement and may
well act as to recap and confirm what was agreedtahe prior meeting
that the proposal was intended to cover.

It is easy to ask why this should be necessaryeliine customer knows
what he or she wants? Indeed, he or she has peijnapsspent a
considerable amount of time telling you exactlyttigut this statement is
till important.

Its role is to make clear that you do have compietderstanding of the
situation. It emphasises the identity of views leswtwo parties, and gives
credibility to your later suggestions by makingarléhat they are based
firmly on the real needs that exist. Without thisnight be possible for the
customer to assume that you are suggesting whagds (or perhaps not
profitable) for you; or simply making a standardygestion.

This section is also key if the proposal is to eersby people who were not
party to the original discussions; for them it nieeythe first clear statement
of this picture.

Again, this part should link naturally into the neection.

3.2 Proposal Content

While the form and certainly the content of a prsgdocan vary, the main
divisions are best described as:

. The introduction (often preceded by a content page)
. The statement of need,
. The recommendation (or solution);
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. Areas of details (such as costs, timing, logisti¢gschnical
specification);

. Closing statement (or summary);

. Additional information (of prime or lesser importa in form of

appendices).

Each may need a number of subheadings and thgthlemay vary with
context, but they form a convenient way of revigyvthe key issues about
the construction of a proposal and are thus comademin below. A
proposal of any complexity needs the equivalera bbok’s title page. This
states whom, or which organisation, it is for, wita about and whom it is
form. This page can also give the contact detaalddress etc.of the
proposer (which, if not here, must certainly beha proposal somewhere)
and some proposal writers like to feature the lagothe recipient
organisation on it, as well as his or her own.

A front sheet giving the contents, and page nunsbeuld follow this. It
may make it look more interesting if there are ®dshng as well as main
heading have to be bland, e.g. ‘the introductigction words- making,
creating etc.- should be preferred.

The heading that follows below are descriptivehaf functions and roles of
the sections, not recommendation for heading youlshnecessarily use.

3.3 Recommendation

This may well be the longest section needs to lpecddly arranged and
divided (as do all the sections) to make it mankgedlere you state what
you feel meets the requirements. This may be: atahdn the sense that it
Is a list of, for example, recommend equipment apdres which are all
items drawn from published information such as talogue. Or it may be
spoke, as with the approach a consultant mighbusetio instigate a process
of change or implement training.

In either case this section needs to be set caitvay that is ‘benefits-led’,
spelling out the advantages and making clear wiatsolution will mean
to, or do for, the individual customer as well gedfying the technical
features.

Remember, the sales job here is threefold: to @xpla do so persuasively
and also to differentiate. Never forget, when pgtttogether a proposal,
that you may well be in competition and what yoesant will be compared
with the offerings of others.
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A focus on the customer’s needs is usually the lbe&st to ensure the
readers’ attention; nothing must be said that dadshave clear customer
relevance. One further emphasis is particularly drgnt here:
individuality. It is very easy to store standarccdment on disk these days,
and it's indeed possible to edit one proposal mtoew version that does
genuinely suit a similar need elsewhere (but dquideible check that you
have changed the customer’s name!). It must noh stendardised though.
This is sufficiently important to reemphasise: iishnever seem standard
in any sense. Customers may well know that you rgestmany similar
requests, but will still appreciate clear signsttlyau have prepared
something tailored just for them.

Only when this section has been covered thorousjinbyild you move on to
costs. Only when the customer appreciates exadtht walues and benefits
are being provided can price be considered in gbnte

3.4 Costs

These must be stated clearly, not look disguisedgh certain techniques
for presenting the figures are useful, e.g. amagisosts.

All the necessary detail must be there, including items these are:

. Options;
n Extras;
. Associates expenses.

These must be shown and made clear. | know of onmgany that lost the
contract when one of their executives met the miagadirector of the
customer at a railway station and it was clear diatravel- which was
agreed- was being billed for first class — whicld meither discussed nor
specified.

This no place for a treatise on pricing policy, bate that:

. Price should be linked as closely as possible t@tis;

. This section must establish or reinforce that ydierovalue for
money;

. Invoicing details and trading often need includiagd must always

be clear; mistakes here tend to be expensivehéiuK remember to
make clear whether price is inclusive of VAT);

. Overseas, attention must be given to currency dersiions;

. Comparison may need to be made with the competition
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. Range figure (necessary in some businesses) mustdakcarefully
(do not make the gap too wide and never go ovemupper range
figure).Look carefully at how you arrange this st It is only
realistic to assume that some readers will loothigtbefore reading
anything elseCertainly for them need to be sufficient explaoiati
cost justification and —above all- clear beneflitsked in here. Just
the bald figures can be very off putting.

3.5 Detalls

There are additional topics that may be necessargetl with here, as

mentioned above: timing, logistics, staffing etome&times they are best
combined with costs and timing go well togetherthwperhaps one other
separate, numbered, section dealing with any togts before moving on.

The principles here are similar to those for harglkkosts. Matters such as
timing be made completely clear and all possiktitof misunderstanding
or omission avoided.

3.6 Closing Statement

The final section must be act to round off the doent and it has a number
of specific jobs to do. It is first, and perhapspsnimportant, task to

summarise. All the thread must be drawn togethed &ay aspects

emphasised. This fulfils a number of purposes:

. It is a useful conclusion for all readers and stoahsure the
proposal ends on a note that they can easily agrea effective
summary. Because this is often the most difficudtrt pof the
document to write, also a part can impress disptapately.
Readers know good summarising is not easy and rtbgyect the
writer who achieves it.

. It is useful too in influencing others, around thexision maker, who
may study the summary but not go through the wipotgosal in
detail.

. It ensures the final word, and the final impressieft with the

reader, is about benefits and value for money.

In addition, it can be useful to:

. Recap key points (as well as key benefits);

. Stress that the proposal are, in effect, the mutaatlusion of both
parties (if this is so);

. Link to action, action dates and points and peopleontact (though

this could equally be dealt with in the coverintide);
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. Invoke a sense of urgency (you will normally hope things to tie
down promptly, but ultimately must respect the peag’s timing).

Remember that this summary may have to work inesandf the so-called
‘executive summary’, which is placed at the stdrthee document to do
much the same job.

3.7 Additions

The key thing here is appendices. It is importéwat proposals, like any
document, flow. The argument they present must ggdclogically and
there must be no distractions from the developimmgupes. Periodically,
there is sometimes a need to go into deep detapedially if this is
technical, tedious or if it involves numerous figsir— however necessary
the content may be — it is better not to let suetaitl slow and interrupt the
flow of the argument. Such information can be usuadferred to as the
appropriate point, but with a note that the ‘chamed verse’ is in an
appendix. Be specific, saying for exampests and timing, which appears.
This arrangement can be used for variety of elesnetérms of reference,
contract details, worked examples, graphs and dgutables and so on.
Each of the major sections should be appropriataty] if possible,
interestingly titled and you may sensibly startheatain section on a new
page, certainly with a proposal of any length. Lieage and layout are also
very important

4.0 CONCLUSION

Proposals are very important documents writtenddress public health
and some other medical problems likewise, soc@nemic and political
challenges. Key issues and facts we discussedaortrevriting are equally
applicable in proposal writing with much emphasis ine following;
opening section of any particular proposal must mamd attention, be
visibly, and strikingly persuasive, establish ietrand lead into the main
text, making people want to read on. Always besitéot with a sentence
(or more) that is interesting, rings a bell witke ttlient’s needs and wants
meaningfully documented and properly addressed. péigerns shown
below are very useful in proposal writing, viz;-:

Establish the background of the proposal,
Refer to past meeting and discussions;
Recap decisions made to date;

Quote experience;

Acknowledge terms of reference;

VVVVYY
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> List the name of those who were involved in theassions and/or
preparation of the document.

> As none of this is as interesting as what will dal| this section
should concentrate on essentials and kept short.

> The final words should act as a bridge to the sektion

5.0 SUMMARY

In this unit, we have learnt the following with sed to proposal writing in
public health.

Statement of Need When writing Proposals
Proposal Content

Recommendation

Costs

Details

Additions

6.0 TUTOR-MARKED ASSIGNMENT

1. What is meant by the term “statement of need ip@sal writing”?

2. What differentiate report from proposal writings?

3. You have the burning desire to submit a proposal ttmnor agency
for fund in order to execute a communal projecinuadaria disease
as the public health officer in charge. State fuliyur detailed
submissions to the agency.

4. Discuss cost implication and its analysis in pr@begiting.
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