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INTRODUCTION
The course ODL 732: RESEARCH METHODS IN OPEN AND DISTANCE EDUCATION

is a one semester course. It is a two credit unit course designed for the 700 level postgraduate diploma
in distance education programme . In other words, it is meant for PGDDE programme of the
National Open University of Nigeria (NOUN).

There are no compulsory prerequisites for this course, although before this time it is expected that you
have gone through some courses like foundations of education which will introduce
you to the peripheral details.

This course guide tells you briefly whatthe course is all about, the course
materials you will need and how you can work your way through these  materials. It also
gives you hints on your tutor marked assignments(TMA); the details will be given to you
at your study centre. There are online tutorial sessions that are linked to the course.  You are
advised to participate in these online tutorial classes. The time and link will be made available at the
centre.

What you will learn from this Course
The overall aim of this course ODL 732: RESEARCH METHODS IN OPEN AND DISTANCE EDUCATION

is tointroduce you to the basic fundamental elements of basic research in ODL so as to appreciate
and place value for educational research. During this course, you will learn about very interesting
concepts such as research, educational research, variables, scientific enquiry, theory development,
hypotheses, research types, research methods, educational research characteristics, research
paradigms, research areas, research proposals, research designs, research populations and samples,
validity, reliability, statistics, etc.

These concepts and many more will make vyou have sufficient knowledge to
appreciate the need for educational research and ODL researches, which should provide
you with the necessary basis for further study.

Course Aims

The aim of this course is to introduce you to the basic fundamentals of research in Open and Distance
Education. This will be achieved by aiming to Introduce you to

research methods in educationpasic types of educational research, research paragins in
distance education, preparation of research proposaresearch designs and instruments,
research population and sampling techniquesjalidity and reliability of research

instruments, statistics in educational researchresearch reports writing



Course Objectives

There are overall objectives set out in order to achieve the aims set out for this course. In
addition, each unit of this course has some performance objectives. These are
included at the beginning of every unit. You may wish to refer to them as you study the unit in order
to help you check your progress. You should also look at the unit
objectives at the end after completing the unit. This  will  help you
ensure that you have done what you are required to do by the unit. The wider objectives of this
course, which if met, should have helped you to achieve the aims of the course as a whole are set out
below.

On successful completion of this course, you should be able to:

(1). define research and educational research

(2) discuss various concepts of educational research;

(3) describe various types of variables as applieésearch

(4;) briefly explain the origin and goals of educatioredearch in Nigeria
(5) give examples of variables in research;

(6) assess the sources of knowledge;

(7) describe the purposes of research

(8) explain the levels of theorising;

(9) explain the types and characteristics of educational research;

(10) discuss the problems of having scientific approaches in educational research
(11) explain the scope of educational research;

(12) Describe the concept of ‘paradigm’,

(13) Distinguish between the three paradigms of research
(14) Explain the approaches to distance educationahrelseand
15)  List the different areas of the researctistance education

; (16) describe the approaches in ODL research



(17) prepare research proposal;

(18) identify and classify research designs into quantitative and qualitative researches
(19)differentiate between instrument and instrumentation;

(20); develop an instrument for data collection in educational research

(21). Identify a population and select samples for the study

22) determine the reliability and validity of a research instrument

23) identify and use appropriate statistics for different data analysis

24) formulate and test good hypotheses

25) conduct a study and write the research report

WORKING THROUGH THE COURSE

To complete this course, you are expected to read the study units, and other relevant books
and materials provided by the National Open University of Nigeria.

Each unit contains self assessment exercises and at certain points in the course, you are required to
submit assignments for assessment purpose. At the end of the course, there is a final examination.
This course is expected to last for a period of one semester.  Below, you will find listed, all the
components of the course, what you have to do, and how you should allocate your time
to each unit in order that you may completethe course successfully and on time.

Assignment File

There are assignments in this course, covering all the units studied.  You are expected to complete
these assignments on your own to help you study and understand. Further information on
assignments will be found in this Course Guide in the section on assessment.

The Course Materials
National Open University of Nigeria will provide vyou with
the following: The Course Guide

Also at the end of each unit are lists of books — References and For Further Reading. While you may
not procure or read all of them; they are essential supplements to the course materials.
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Remember also that you must submit answers to the TMAs as and at when due.

Study Units



The course consists of units. These are made up of the concept of research methods in education,
types of educational research, research paradigms in ODL, research proposals, research designs and
instruments, population and sampling techniques in research, validity and reliability of research
instruments, statistical methods in educational research, formulating and testing hypotheses and writing
research reports This material has been developed to suit students in Nigeria and outside Nigeria.

ASSESSMENTS

There are three aspects of the assessments.  First are self assessment exercises, second is the tutor —
marked assignments and the third is the final examination.

You are advised to be sincere in attending to the exercises. You are expected to apply
knowledge, information and skills that you have acquired duringthe course. The
assignment must be done using the computer for formal assessments in accordance with the deadline
stated in  your schedule of academic calender.

TUTOR MARKED ASSIGNMNT
There are Tutor Marked Assignments in this course, and you are advised to attempt all.

Aside from your course material provided, you are advised to read and research widely using other
references which will give you a broader viewpoint and may provide a deeper understanding of the
subject.

Ensure all completed assignments are submitted on schedule before set deadlines. If for any reasons,
you cannot complete your work on time, contact your tutor before the assignment is due to discuss
the possibility of an extension.  Except in exceptional circumstances, extensions may not be
granted after the due date.

FINAL EXAMINATION

The final examination for this course will be of three hours duration and have a value of 70% of the
total course grade. All areas of the course will be assessed and the examination will consist of
questions which
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reflect the type of self-testing, practice exercise and tutor marked assignmentsyou
have previously encountered. Utilise the time between the conclusion of the last study unit and sitting
the examination to revise the entire course. You may find it useful to review your self assessment
exercises, tutor marked assignments and comments on them before the examination.



Course Marking Scheme

The TMA you submit will count for 30% of your total course mark. At the end of the course however,
you will b e required to sit for a final examination, which will also count for 70% of your total marks.

How to get the most from this Course

In distance learning, the study materials are specially developed and designed to replace
the lecturer.  Hence, you can work through these

materials at your pace, and at a time and place that suits you best.
Visualise it as reading the lecture instead of listening to a lecturer.

Each of the study unit follows a common format. The firstitem isan introduction to the subject
matter of the unit and how a particular unitis integrated with the other units and the course as a
whole. Nextisaset oflearning objectives. These objectives let you know what you should be
able to do by the time you have completed the unit. Use these objectives
to guide your study.

On finishing a unit, go back and check whether you have achieved the objectives. If made a habit,
this will further enhance your chances of completing the course successfully.

The following is a practical strategy for working through the course:
Read this course guide thoroughly.
Organise a study schedule, which you must adhere

to religiously. The major reason students fail is that they get behind in their course work. If you
encounter difficulties with your schedule, please let your tutor know promptly.

Turn to each unit and read the introduction and the objectives for the unit.

Work through the unit. The content of the unit itself has been arranged to provide a sequence for you
to follow.

ODL732 RESEARCH METHODS IN ODL

Review the objectives of each study unit to confirm that you have achieved them. If you
feel unsure about any of the objectives, review the study material or
consult with your tutor.

When you are confident that you have achieved a unit’s objectives, you can
then start on the next unit. Proceed unit by unit through the course and try to pace your study so that
you keep yourself on schedule.



After submitting an assignment to your tutor for grading, do not wait for its return before starting on
the next unit. Keepto your schedule. When the assignment is returned, pay
particular attention to your tutor’s comments.

After completing the last unit, review the course and prepare yourself for final examination. Check
that you have achieved the units objectives (listed at the beginning of each unit) and the course
objectives listed in this course guide.

TUTOR and TUTORIALS
There will be specific time made available for ONLINE
tutorial sessions, in support of this course. You will be notified of the

dates, link and time of these tutorials, together with the name and phone number of your tutor, as
soon as you are allocated a tutorial group.

Do not hesitate to contact vyour tutor by telephone, e-mail
or your discussion group (board) if you need help.

The following might be circumstances in which you would find help necessary. Contact your tutor if:

vi
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You do not understand any part of the study unit or the assigned readings.
You have difficu Ity with the self — tests or exercises.

You have a question or problem withan assignment, with your tutor’'scomments on an
assignment or with the grading of an assignment.

You should try your best to participate in the online tutorials. This is the only chance to have face-to-
face contact with your tutor and to ask questions which are answered instantly. You can raise any
problem encountered inthe course of your study. To gain the maximum

benefit from course tutorials, prepare a question list before attending them. You will learn a
lot from participating in discussions actively.

SUMMARY

This course is designed to give to you some research skills that would help you improve your research
techniques and thus conduct research project in partial fulfillment for the requirement to have this
diploma in distance education.



We, therefore, sincerely wish you the best and that you enjoy the course.
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1.0 INTRODUCTION

Research is a vital tool in the educational enteeprlt is a systematic study of a problem with a
view to advancing the frontiers of human knowled@ke purpose of research is to identify,
explain, discover, control, and predict human bedragn certain issues and problems. There
will be no need for research, if there are no potd. The purpose of research, therefore, is to
provide solutions to problems. In this unit youlwalarn about research and educational research.

2.0 OBJECTIVES
At the end of this unit, you will be able to:

i. define educational research;

ii. briefly explain the origin and goals of educatioredearch in Nigeria;
iii. discuss various concepts of educational reseanch; a

iv. describe various types of variables as applieésearch.

3.0 MAIN CONTENT
3.1 MEANING OF RESEARCH

Research may be defined as the systematic andtiobjemalysis and reporting of controlled
observations with a view to arrive at the developirad generalizations, principles, theories or
explanation of phenomena. Generally, research aahsdiscovering, correcting, and
interpretation of new facts. It is also concermeth modifying, revising, or verifying accepted
theories or conclusions based on new informatioviou can also conceive research as a
combination of experience and reasoning. On therdtand, research is commonly defined as
the systematic, objective, and accurate searchhmrsolution to a well-defined problem. To
uphold these comments, either in data collectioa)ysis or in data reporting, statistics becomes
a veritable tool. You should therefore, bear imadnas educational researchers that in expressing
or disseminating research information, the languameemploy should be clear, definitive, and
concise. When you make inferences under unceyiainé degree of certainty is specifiable.
This is one of the objectives in research in edanat
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In recent time, you cannot easily lay your handsaowy reputable journal, either in counseling,
psychology, technology, evaluation, administratidests and measurements, or any other
discipline in education, without being confrontedhwthe use of statistics. Therefore, any
person or group striving to engage in researchngfserious nature should be acquainted with
some essentials of statistics. To mention a fersh statistical essentials include some elements
of sampling techniques, sampling distributions, cdesive statistics, and some methods of
analyzing differences in evaluation, spread, amgp@rion. The use of statistical tables may be
veritable. The methodology of research in the bighmal sciences utilizes statistics of various
types which we shall discuss later in this module.

In Nigeria, research activities in education aredpminant in the universities, colleges of
education, and a few corporate organizations. Surganizations include the West African
Examination Council (WAEC), National Examinationooudcil (NECO), and the Nigeria
Education Research Development Council (NERDC). e TMERDC is involved in the
formulation of policies in Nigeria, in collaboratiowith such other bodies as the Federal
Ministry of Education and other related supranatloaducational research bodies. It was
established as a distinct educational researchutish with its own council in 1970, and as an
autonomous government institution with effect fré@8v1. Apart from conducting researches, it
organizes or sponsors both national and internalti@onferences and workshops. It also
publishes research reports and provides consulisgreyces.

The arm of WAEC that is relevant to educationakeesh is the Test Development and Research
Organisation (TEDRO). It conducts research andilbddy studies into various activities of the
Council, including the study and evaluation of exation papers, standard fixing, testing
procedures, and related problems in educationabunement. Some other ‘organization’ who
rely heavily on educational research are the Unitations Educational Scientific and Cultural
Organisation (UNESCO) through the Network of Edigal Innovation for Development in
Africa (NEIDA), and the African Bureau of EducatarSciences (BASE). The BASE is a pan-
African organization established in 1973 followinige sixth congress of the International
Association for the Advancement of Educational Red®e It was set up to assist members
states to intensify and harmonize their researthites in the fields of education. You will also
note the efforts of the federal government to prmresearch through the Tertiary Education
Trust Fund(TETFund). The National Open UniversityNageria has also queued into this effort
by making available some amount of money for redeaurposes. You can take advantage of
these provisions to get on with your research &ifteshing this course.

ACTIVITY 1

1. Trace the historical development of educationadaesh in Nigeria.
2. Give three reasons why research is relevant inagaturc

14



3.2 CONCEPTS OF EDUCATIONAL RESEARCH

The term “concept” has similar meaning to “CondftucA concept is an abstraction from
observed events; it is usually a word that reprisséme similarities or common aspects of
subjects or events that are otherwise differeninfane another, examples are chair, cat, dog,
tree, sheep, gas, solid, liquid, etc. These waescribe common aspects of things that are
otherwise diverse. The purpose of a concept snplify thinking by including a number of
events under one general heading. Some concep&vesfts are close to the events they
represent. For instance, the concepted may be easily illustrated by pointing to specifies
around us. Also the meaning of the conalgg is grasped because we can point to dogs around
us. The concept is an abstraction of the chaiatitey of dogs that are more or less “heavy” or
“light”. “Mass”, “energy”, and “force” are conceptused by physical scientists. They are of
course more abstract than concepts such as “weitiigight”, and “length”. A concept is of
more interest to readers of this unit. “Achievethels an abstraction formed from the
observation of certain behaviours in children. Sghbehaviours are associated with the mastery
of “learning” of school task like reading abilityormation of words, solving mathematical
problems, drawing pictures, and so on. The varmhserved behaviours are put together and
expressed in a word like “achievement” and “ingghice”. “Aggressiveness”, “conformity”,
and “honesty” are all concepts used to expressetesi of human behavior of interest to
behavioural scientists.

A construct is a concept that has the added meaihgving been deliberately and consciously
invented or adopted for a special purpose. “ligelit” is a concept, an abstraction from the
observation of presumably intelligent and non-ligeht behaviours. But as a scientific
construct, “intelligence” means both more or ldsantit may be as a concept. It means that
scientists consciously and systematically use itwo ways: First, it enters into theoretical
schemes and is related in various ways to othestomets. We may say, for example, that school
achievement is in part a function of intelligencel anotivation. Secondly, “intelligence” is so
defined and specified that it can be observed aedsored. We can make observations of the
intelligence of the children by administeridgintelligence text to them, or we can ask teachers
to tell us the relative degree of intelligencelddit pupil/students, (Kerlinger, 1973).

i. A Concept: is an expression of an abstraction formed fromegaization of particulars
for example, weight. This expression is from olagons of certain behaviours or
weights.

ii. A Construct: is a concept that has been formulated so thahitoe used in science. lItis
used in theoretical schemes. It is defined soitltan be observed and measured.

iii. A Variable: is defined as a property that can take on diffevatues. It is a symbol to
which values are assigned.

Constructs and Words can be defined by:
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i. Other words or concepts; and
ii. Description of an implicit or explicit action of bavior.

A Constitutive Definition
It is where constructs are defined by other cowstru
A Constitutive Definition

It is where meanings are assigned by specifyin@thigities or operations necessary to measure
and evaluate the construct. Operational defintiocain give only limited meaning of constructs.
They cannot completely describe a construct orabéei There are two types of operational
definitions:

i. Measured — tells us how the variable or construitte scaled.
ii. Experimental — lays out the details of how the afale (construct) is manipulated by the
experimenter.

3.3 VARIABLES

Each element/person/thing from which data are collged is called an observation (in our
research work these are usually people/subjects). bBervations (participants) possess
different types of characteristics. If a characterstic of an observation (participant) is the
same for every member of the group, in other wordst does not vary, it is called a constant.
If a characteristic of an observation (participant) differs for group members it is called a
variable. In research we do not get excited aboutnstants (since everyone is the same on
that characteristic); we are more interested in vaiables.

3.3.1 MEANING OF VARIABLES

A variable is any entity that can take on differentvalues. It means that anything that can

vary can be considered as a variable. Take weightsaan example, it can be considered a
variable because it can take different values foritferent people or for the same person at

different times. Similarly, town can be considereda variable because a person's town can
be assigned a value.

A variable can be regarded as a concept or an absitt idea which can be described in
measurable terms. In research, this term includeshe measurable characteristics, qualities,
traits, or attributes of a particular individual, o bject, event, situation or phenomenon being
studied.

Variables are properties or characteristics of somevent, object, situation, phenomenon or
person that can take on different values or amounts

46
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Variables are things that we measure, control, or @nipulate in research. They differ in
many respects, most notably in the role they playni our research and in the type of
measures that can be applied to them.

A concept which can take on different quantitativevalues is called a variable. As such the
concepts like time, age, area, length, speed, welglheight, income are all examples of
variables. Qualitative phenomena (or the attributs) are also quantified on the basis of the
presence or absence of the concerning attributes(djor instance volume is a continuous
variable, but gender is an example of discrete vaable. now let us look at the types of
variables.

3.3.2 TYPES OF VARIABLES:

There are different classifications of variables. iese are based on the roles that they play
in a research study. The ones described below am®t exhaustive but they are the most
useful for communication in educational research.

3.3.2.1 Independent variables:

Independent variables are variables which are mapulated or controlled or changed. Let
us look at this example. “a study of the effect ahotivation on teachers’ job performance”,
the effect of motivation, is used by the researcheo try to determine whether there is a
cause-and-effect relationship between motivation ahe teacher and his job performance.
Therefore, motivation is varied to see whether it ppduces different job performance from
the teachers. We call this a manipulated independé variable (treatment variable). The
type and quantity of motivation is manipulated by the researcher. The researcher may
decide to analyze the performance based on gendezparately to see if the results are the
same for both male and female teachers. In this sa gender is a classifying or attributes
independent variable. The researcher cannot manipate gender, but can classify the
teachers according to gender.

3.3.2,2 Dependent variables:

Dependent variables are the outcome variables andre the variables for which we
calculate statistics. The variable which changes oaccount of the manipulation of the
independent variable is known as dependent variable

Let us go back to the example above, a study of tleéfect of motivation of teachers on their
job performance; the dependent variable is job pedrmance. In this case we may decide to
compare the job performances of the teachers whemey are highly motivated, moderately
motivated, lowly motivated and no motivation at all The concepts dependent and
independent variables apply mostly to experimentalesearch where some variables are
manipulated, and in this sense they are "independé¢hfrom the initial reaction patterns,
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features, intentions, etc. of the subjects. Some hetr variables are expected to be
"dependent” on the manipulation or experimental corditions, they depend on "what the
subject will do" in response. On the other hand, tese terms can also be used in studies
where we do not literally manipulate independent vaables, but only assign subjects to
"experimental groups” based on some pre-existing mperties of the subjects.
Independent variables are those that are manipulate while dependent variables are only
measured or registered.

Consider other examples of independent and dependevariables:

Example 1: A comparative study of the leadership gtes of secondary school teachers by
gender.

Independent variable: Gender of the teacher — maldemale.
Dependent variable: Score on leadership styles inutory.
3.3.2.3 Extraneous variable:

These are Independent variables that are not relateto the purpose of the study, but may
affect the dependent variable. let us use this exate. You want to test the hypothesis that
there is no significant relationship between stud#s’ gains in Mathematics achievement
and their time management. You can see that timenanagement is an independent
variable and mathematics achievement is a dependentariable. other variables like
Intelligence, peer interaction, teachers attitudeetc may as well affect the mathematics
achievement, but since they are not related to thpurpose of the study , they are called
extraneous variables. Whatever effect is noticednodependent variable as a result of
extraneous variable(s) is technically described a@n ‘experimental error’. A study must
always be so designed that the effect upon the dejkent variable is attributed entirely to
the independent variable(s), and not to some extraous variable or variables.

E.g. Effectiveness of different methods of teachinbasic science in the junior secondary
schools.

In this case variables such as teacher's competenc&eacher’'s enthusiasm, teachers
experience instructional materials age, socio ecomic status also contribute substantially
to the teaching learning process. they cannot be wmiwolled by the researcher. The
conclusions lack incredibility because of extraneauvariables.

3.3.2.4 Intervening variables:

These are the variables which intervene between csel and effect. They are difficult to
observe, but can be deduced from the individuals &ings such as boredom, fatigue
excitement etc. Most of the times times some ofdbe variables cannot be controlled or
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measured but have an important effect on the findigs of the study because they intervene
between cause and effect. Though difficult, they v& to be controlled using appropriate

design. For instance, the topic “Effect of reinfocement on learning outcomes”. Apart

from reinforcement there are other factors that canintervene. Some of these variables
include anxiety, fatigue, and motivation. They arethe intervening variables. They are

difficult to define in operational, observable terns but they must not be ignored and must
be controlled by the use of appropriate research dggn.

3.3. 2.5 Moderator:

A moderator variable is an independent variable th&is not of primary interest to the
researcher. It has levels, and when combined witthé levels of the independent variable of
interest produces different effects.

ACTIVITY Il

1. Identify and discuss different types of variables.
2. Distinguish between concept and construct.

4.0 CONCLUSION

You have seen the difference between research andueational research. You have also
noticed that the federal government is putting resarch as priority by making available
money for that purpose. This is why you need to takthis course serious in other to be able
to solve your problems through research findings.

5.0 SUMMARY

This unit defined research as a vital tool to ashithe systematic and objective analysis and
reporting of controlled observations with a viewawiving at development of generalizations,
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principles, theories, or the explanation of phenomét also explained the origin of research in
Nigeria. Different concepts of educational reskaed types of variables applied to educational
research were also discussed. Common variables@arch are independent, dependent, active,
attribute, and continuous variables.

In the next Unit, we shall briefly look into posktsources of knowledge for the practitioners of
education to arrive at more dependable and testedeas. That is precisely what educational
research purports to do. In this Unit, we discdse fundamentals of educational research,
namely, its purpose, nature and scope. While va# also refer to the broad field of education,

our focus will be on open and distance educatiarsabject of your present concern.

6.0 TUTOR MARKED ASSIGNMENT

1. How can you differentiate between research aodagional research?
2. describe the variables in research.

Trace the history of research in Nigeria.
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In the last unit you studied the concepts of reseah and educational research. This is
the beginning. In the next unit you will learn thesources of knowledge and some of
the reasons why you need to study research in eduiman and in ODL.

2.0 Objectives
At the end of this unit you should be able to:
I. Describe the sources of knowledge
i, Explain the purposes of research
ii. Discuss the levels of theorizing.

3.0 main content
3.1 SOURCES OF KNOWLEDGE

Human beings have always sought answers to thedstigms through various methods:
experience, customs and tradition, deductive adddtive reasoning, and scientific approach.

Information for making educational decisions hasneofrom many sources which include
personakexperienceexpert opinion, tradition, intuition, common sersa belief about what is
right and what is wrong. Each of these sources lbeaipadequate if we take it as the only basis
for making decisions. Although experience is aiiamand well-used source of knowledge, it
would have its limitations as a source of truth.

Customs and traditionbave been a traditional source of knowledge; thigqually true in
education where educators rely on past practices dspendable guide. But one has to be
careful that notions of past are not blindly ideadl. It is wise to value customs and traditions,
but be open to examine their relevance in the ptesentext. For example, the customary or
traditional notion of education is that of a faceface interaction; does it imply that open and
distance education is not feasible?

Both deductive and inductive reasonihgve made significant contribution towards devilg@
systematic approach to establish truth. In faategration of important aspects of both,
deductive and inductive methods, let to the evotutf the scientific approach, which is what
we are mostly concerned with in research.

Deductive reasoning is a thinking process in whicte proceeds from general to specific
statements, through logical arguments. Inducteasoning derives its argument and strength
from the observed phenomena. As both, deductivé iaductive reasoning have their
limitations, it was only a matter of time that stare integrated the most important aspects of
both methods to evolve a scientific approach.
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Scientific approachs generally described as a process in which tige®rs move inductively
from their observations to hypothesis and then digely from the hypothesis to the logical
implications of the hypothesis. They deduce th@sequences that would follow if a
hypothesized relationship is true. If these dedugeplications are compatible with the
organized body of accepted knowledge, they are theher tested with the help of empirical
data. On the basis of the evidence, the hypothtesesccepted or rejected.

This approach, or ‘research’ as source of inforamtihas been increasingly used to prepare
strategies and arrive at definite conclusions. résearch systematically describes or measures
reality in an objective way, it is a better soumeknowledge, than one’s own experience,
customs and traditions, deductive or inductive oaasy.

3.2 PURPOSE OF RESEACH

It is clearly evident from our discussion in theyious pages that a researcher deals with a wide
range of associations, from concrete day-to-daiyiies and problems to a philosophical level
of search for truth. The purpose of research eacaptured in a hierarchical/taxonomic fashion.

e The lowest level or the first level in the purpadeesearch is training.
e The second level is research for problem solving, a
e The third and the highest form is, research inceaf truth or knowledge generation.

Training in Research
Research in education, as much as in distance &olocare largely of two types:

¢ One leading to postgraduate degrees like, M. RH#o D.
e The other dealing with project research.

Training takes different shapes depending on whetke project is a post-doctoral activity or
pre-doctoral activity by persons who have not beaimed in research methodology. Many of
you who undertake programmes like Master of ArtdDistance Education (MADE) or Post
Graduate Diploma in Distance Education (PGDDE), ntmye been working in schools,
colleges, universities or even outside these systana have not done a doctoral programme
involving a course on research methodology. Evesd of you who have doctoral degrees in
language, linguistics or science, may not have wsson research methodology. However,
executing a research project in a scientific marmesds training in research methods. This
course on research methodology provides the theakdtackground for your research project.
This print material is supplemented by interactbemtact programmes, primarily to strengthen
the conceptual aspect of research methodology.s Wil also facilitate the right choice of
research designs, tools and techniques. Henaeinggan research methodology is an important
purpose of research in distance education, paatiguihis programme.
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Those who have had the opportunity of undergoingrafessional course on research
methodology followed by some project, would alre&gywell aware of t his course and may not
need any formal input but can still refine theirlsk

Problem Solving

The second purpose of research is diagnosing dathgdhe problems in the system. In this

case, the system is distance education. Whilealkedf problem solving, it is necessary to

develop a more comprehensive view of it. For imsta it may also mean a realistic

understanding of a situation on the basis of dath statistics. Let us take the case of the
personal contact programmes — a universally predtimethod of student support services in
distance education. A project that undertakesudysthe difference in the performance of those
who attend the personal contact programmes ane tvbe do not, provides a sound empirical
basis of assessing the role of Personal Contagrérones. Similarly, most of the countries,

including Nigeria, invest considerable amount ofheywon educational mass media, television in
particular. The studies that assess the extentedfia utilization and also show the differential

performance of those learners who use media andetlwho do not, provide a revised

understanding of the role of media in distance ation. Such examples can be multiplied but
may not be necessary. In other words, a serieguglies will go into diagnosis and develop

better understanding of the practices in a sys#éns may also include study of socio-economic
background of students.

Another set of studies may actually get into expernting with an innovative solution. For
example, a distance education institute can mddetantact programmes into a two-week or
three-week module, tutorial or lecture modes, grioigractive mode or group assignment mode
and so on. At the end of such exercises, thetumstmay assess the differential performance of
the distance learners exposed to differential tneat. This will provide the distance learning
institution an empirical basis for designing thete@t programmes. Similarly, there are several
alternative formats in the medium of televisiorg.decture, interview, documentation, drama
and docu-drama. The programmes can be developddfénent formats and their impact on
distance learners assessed. There can be exptrimetihe administrative area as well. For
example, most distance education institutes semategr instructional material by post, a
common practice all over the world. Some of thevensities in the western world offer it on
line so that a distance learner can either re&dnt the monitor or download the text at his/her
work station. The National Open University of Nigedelivers printed instructional material to
the study centres by trucks. Students are ad¥esedme and collect the material from the study
centres. The analysis of this practice has shdwahit causes minimum loss of material and is
also quite cost-effective.

Examples of research for problem solving can bdiptidd. The important point is to recognize
that research can contribute to solving day-toqu@plems. All the research projects in distance
education can actually take the shape of probldwingp

23



It I important to recognize that there is no clashnterests between purposes of research for
training and problem solving. Both can go handvamd. This is particularly true for project
research in MADE where most of the participantsrasttrained in research methodology but
many of them are well experienced in distance etutand are very familiar with the problems
in the system.

Search for Truth: Scientific Inquiry and Theory Development

Search for truth is the biggest challenge in regearResearch in search of truth is often
classified as pure research in the otherwise coatsial pure-applied research continuum. The
search for truth, from the angle of research, s #bility to generalize and thus, create
knowledge. Such generalizations are derived fraouwmences in repeated instances. You
would have come across words like significant & od .01 levels. These typical research
statements basically promise that such and sudbnioss will happen in 95% or 99% of the
cases; and to that extent the phenomenon is gexadrlel Generalizations are drawn primarily
on two basis, namely, repeated observation in marigossible situations and application of
statistical designs where the variables are gtatist controlled. Generalizations are drawn
through tests of significance, levels of confiderand such other types of analyses.

Project research which is the prime focus of tligrses is unlikely to achieve this sophisticated
level of search for truth. However, it is quitespile for you to undertake a study that could
come close to generalization through applicatiostafistical models and methodologies. Such
research, however, will be based purely on qudiv@atechniques. There are qualitative
methods of research as well. Such methods canbalspplied in search of truth. Important
emphasis, however, is on the use of scientific @ggr to research.

The scientific methods can be explained in a sesfesteps, the exact formulation of which
varies from one author. The steps are as follows:

+¢+ certain phenomenon are observed,

%+ a problem situation which develops therein, is d@ted clarified,
«+ crude relationships are tentatively identified ateborated,

< amore or less formal hypothesis is derived,

+ adesign is developed to test the hypothesis,

¢ the hypothesis is verified or refuted, and

¢ the results are subjected to further tests andewefents.

Finally, the conclusions of research are integrat@tl the existing knowledge of the subject.
The process involves such subsidiary steps as:

+ review of relevant experience,
+“* manipulation of factors,
+ measurement of the quantities,
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++ defining of variables, and
«+ analysis and interpretation of data.

Facts and Theories

Scientific enquiry starts with fact and then n®vewards theorizing. To be useful, facts must
be organized, and the primary purpose of the s@emiethod is to develop a mechanism of
organizing the facts, as they accumulate, and becoreaningful from stand point of their
objectives. Through empirical investigations, stiis gather many facts. As these facts
accumulate, there is a need for integration, omgditn and classification in order to make the
isolated findings meaningful.

Science must remain close to facts. It is only nwiselated facts are put in a perspective by
integrating them into a conceptual scheme promajnegter understanding that we approach the
domain of science. When isolated facts are intedrato a conceptual scheme which promotes
a better understanding of their nature and siggnifie, it is clear that the facts have been already
put in proper scientific perspective. Significaatationship in the data must be identified and
explained. In other words, theories must be foatad. Theory may be defined as “a set of
interrelated constructs (concepts), definitions propositions that present a systematic view of a
phenomena by specifying relations among variableith the purpose of predicting and
explaining the phenomena” (Kerlinger, 1973).

Theory knits together the results of observati@mabling scientists to make general statements
about variables and relationships among variablesr example, in Boyle’'s Law, a familiar
generalization summarizes the observed effecthafige(s) in temperature on the volumes of all
gases by the statement — “When pressure is hektartn as the temperature of a gas increases,
its volume is increased and as the temperaturegasais decreased its volume is decreased.”
This statement of theory not only summarizes previonformation, but predicts other
phenomena by telling us what to expect of any gaeuany change(s) in temperature.

Just as fact underlies theortheories underlie facts — each raising the otiker a4 spiral to an
increasingly precise scientific formulation. Eadhbrive their significance from theoretical
framework into which they bring facts into focushis is well stated by Van Dalen (1973).

............ there is a constant and intricate relationdtepwveen facts and theory. Facts without

theory or theory without facts lack significanceacks take their significance from the theories

which define, classify and predict them. Theopessess significance when they are built upon,
classified, and tested by facts. Thus, the gratscience is dependent upon the accumulation
of facts and the formulation of new or broader thea

This is particularly true in the early stages ofentific development, since in its early stage,
research must confine its efforts to seeking amswer highly specific and particularized
problems. In the later stage, it tends to stroxgards unity by breaking down the very barriers
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that had made its earlier progress possible. S8figetheories attempt to organize the tiny
rigorous defined bits of knowledge into a more niegiul and realistic structure. This is
precisely the function of theory.

Hypothesis and Theory

A hypothesis, when accepted, explains a small nurobéacts and the relationship between
them. Generalization, as the term denotes, is athggis based on broader phenomena. Theory,
explains even more facts and their inter-relationbeories themselves range from the simple to
the more sophisticated. Finally there are lawsckvhave the greatest scope and generality.

In spite of the strong case that has been madé¢héorole of theory in research, it will be
appreciated that a theory has to be amended odabad when the discovery of a new facts can
no longer accommodate it. Alternatively, it may fibsumed by a wider, more embracing
theory when it is realized that the situation whigltontained by the theory is one instance of a
more general case. Theories generated by the ntbahsve have indicated, do not led to
“eternal truth; rather, they should be looked upsnuseful conceptual frameworks which are
adequate for present purpose or a given situafldrus every theory is subject to modification as
and when we get new facts and evidence that coatithé generalizations made earlier on.

Purpose of Theory

There are several purposes to be served by a tledhe development of science. We shall
briefly consider three of them here. First, thesymmarizes and puts in order the existing
knowledge in particular area. It permits deepetteustanding of data and translates empirical
findings into a more easily retainable and adaptédsim. The theory of oxidation for instance,

places into focus many of the chemical reactiomsroon to everyday life.

Secondly, theory provides a provisional explanafimanobserved events and relationships. It
identifies the variables that are related and titene of their relationship. A theory of learning,
for example, could explain the relationship betwéesm speed and efficiency of learning and
such other variables as motivation, reward andtipeac

Lastly, theory permits the prediction of the oceace of phenomena and enables the
investigator to postulate and, eventually, to digechitherto unknown phenomena. At the time
when the “Periodic Table” was being completed, if@mtance, certain gaps were noted in the
sequence of the elements. Since theory providag ttere should have been no gaps, scientists
were spurred on to look for the other missing eleimeIn time, these were found, anticipated by
theory. Theory, therefore, stimulates the develapinof new knowledge by providing the lead
for further inquiry.

It is important to stress that good theories arteboon out of imagination; they do not originate
merely through arm chair reflection. A theory igilbupon collected facts. The investigator
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then searches, makes intelligent guesses as talewWacts are ordered, adds missing ideas or
links, and puts forward a hypothesis; deduces wimatsequence should follow from the
hypothesis and looks for further facts which areststent or otherwise with the deductions;
builds a wider generalization or conceptual framéwan more facts; and eventually outlines a
theory. Therefore are solidly based on evidengad they are important practical tools which
enable us to advance our knowledge still furthédnce a theoretical framework has been
elaborated we know what facts to look for to canfior to deny the theory; also, we have a
conceptual framework inside with which our evidenaa be tested.

Theories always involve terms that refer to mattdwst cannot be directly observed. For
example, gravity itself cannot be directly observdugh the effects of gravity can be. Gravity
and gravitation are both theoretical terms. Thenseof a theory or theoretical statements are
sometimes referred to as constructs. Thus, maegrigs of learning refer to a motivational
factor in behavior. Now motivation is not directipservable. It is a theoretical term; or we may
refer to it as a construct. The term implies thast a construction of the scientist’s imagination

3.3 Levels of Theorizing

A product of all research in behavioural sciensea set of conclusions that involves theoretical
terms. These conclusions may be at a sophisti¢atedt of theorizing or at a level of theorizing
that is quite low. Most psychologists would agtieat it is wise to keep theorizing down to the
level that involves a minimal use of abstract tern¥¥e may think of six levels of theorizing,
which we briefly discuss below.

Level 1. Hypothesis formatiorithis is the level of hypothesis formation. Anypbthesis which

is to be used as a basis for research goes belgerfddts on which it is based. The purpose is to
establish the existing state of affairs. Nearlysarveys are conducted for this purpose. Thus,
students of education may conduct a survey of Wieapupils think of a particular aspect of the

curriculum; how much time is spent by pupils in glang television, etc. Direct study of aspects

is probably the simplest to undertake though tliesdnot mean that it is easy to plan and
execute.

Level 2. ElementismExamples of theories at this level are primitiwems of classification in
terms of some significant set of ideas or ideathl case of education and distance education,
classification of abilities derived from factor dyss, or the classification of teaching acts that
may be the result of extensive classroom obsemvatiould come under the level of elementism.

Level 3. Descriptive theories and taxonomiegormulation of descriptive theories and

taxonomies occurs at a more complex level than mlassification. An example of theorizing

at this level is the taxonomy of human learningvited by Gagne. Gagne classified learning
into eight different categories, which very frone tmost simple to the most complex. Bloom’s
taxonomy of cognitive behaviours can also be placeter this level.
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Leveld. Classificationfor development of any kind of useful classifioatisystem, there is a
need for a set of theoretical ideas to underliedlassification. The classification of animals
acquired significance only after it was realizedtththe species could be fitted into a system in
which the evolutionary relationships between angnelcame the basis for classification.

Although the concept of evolution became a basisystematic classification of living creatures
the theory of evolution itself represents theorystauction at a higher level. In this type of
theorizing, abstract ideas are introduced to erplelationships between observed phenomena.
The classical conditioning theory of Pavlov faliéa this class of theorizing. The dog learns to
salivate at the sound of the bell because the sofirttie bell and the presence of food are
conditions that become linked in some unseen wakenbrain of the animal. Theories at this
level may still be quite primitive; for example jstquite difficult to carry out theorizing at high
levels in behavioural and social sciences.

Levels 5 and 6. Postulates and theories: the higbeels. These are levels of theorizing
observed in physical sciences. At the highestlJevéheory consists of a set of basic statements
called the axioms of theory, which tell us what tireory is all about. Such axiomatic
statements or postulates as they are called, iaguohitive terms. These are terms that are
intuitively understood and cannot be otherwise detepy defined.

One distinction that can be made between LeveldblLavel 6 is that the former is reserved for
incomplete theories. And the latter, i.e. Leveth@ories represent the ultimate in scientific
formulations. They represent the closest approttana to what one might call the accurate
description of universal laws.

4.0 CONCLUSION

In this unit you have seen that knowledge can berced through various ways. You also
read through the purposes of research and thesleveheorizing. These are some of the
facts which you will need in your research actesti

5.0 SUMMARY

You have learnt the sources of knowledge whiclluohe custom and tradition, deductive
and inductive reasoning, scientific approacheditelogy, among others. You also saw
the different purposes of research. You also lehattone of the products of research is to
make conclusions which involve theorizing. You relacugh the levels of theorizing. In
the next unit you will be learning the types of ealiional research.

6.0 tutor marked assignment
1. explain the main sources of knowledge

2. describe the purposes of research.
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3. Explain the different levels of theorizing.
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1.0 INTRODUCTION

This unit builds on the general background to redealiscussed in the previous units and
examines different types of educational researchthair characteristics. By implication, you
are to determine when to use each of the differgras of research discussed.

OBJECTIVES
At the end of this unit, you should be able to:

i. explain the various types of educational research;
ii. highlight the traits of each type of educationale@ch; and
iii. discuss various characteristics of educationakrese

3.0 MAIN CONTENT
3.1 TYPES OF EDUCATIONAL RESEARCH
There are three basic types of research. They are:

i. Historical
ii. Survey
iii. Experimental

Historical Type

This type of research is based on oral evidencegu( 1978) records such as diaries, past
history, autobiography, logbooks, etc. Books, f@ls, magazines, etc are also useful
documents. The purpose of an historical reseado iobtain a better understanding of the
present, through the evaluation of the past aralligeént prediction of the future. An historical
research aids in avoiding past errors and predjc¢tie future and also refreshes ones memory on
what is known and unfolds what is not known. Thare two main sources of collecting
historical data. They are primary and secondatycgs. Primary sources are relics and other
things that have direct physical relationships, elgservation and participation. A secondary
source deals with bibliographies, references, naserand documents recorded by someone
else. These are less reliable than the primarycesu In this type of research approach,
statistical hypothesis are rarely used.

Survey type

Survey type of research can also be called a giseriresearch, this type of research is based on
information gathered through questionnaires, inésvs (oral, written, structured, unstructured,
etc), inventories, rating scales, self-report, abdervations. Descriptive research is used to find
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the meaning and obtain an understanding of theepte®nditions. The results obtained through
this procedure can be statistically analyzed.

Experimental (Empirical) type

This type of research involves conducting experithéor research process. The researcher will
find out the effects of manipulating some varialbgsproviding various treatments and later

compared with an untreated group called controugro The results obtained through this

procedure are usually statistically analyzed. HExpental research is a precise research
technigue designed to solve specific educationatblpms. It is perhaps the most reliable type of
research that determines situations. In conduetkperimental research, three types of variables
are usually taken into consideration. They areeddpnt, independent, and intervening

variables.

3.1.2 Basic Methods of Research

I. Descriptive Method
Describes systematically a situation or an are@ntefrest factually and accurately,
e.g. population census studies, public opinion eysy fact-finding surveys, task
analysis studies, questionnaire and interview egjdiobservation studies, job
descriptions, etc.

ii. Case and Field Method

Studying intensively the current background sta&msl environmental interaction of
a given social unit; an individual group, institutj or community, for example, the

case study of a child whose 1Q is above averagewho is having severe learning
disabilities.

iii. The Experimental Method

Investigates possible cause-and-effect relatiossHy exposing one or more
experimental groups to one or more control grougggeceiving the treatment.

iv. Quasi-Experimental Method

Approximates the conditions of the true experinmiard setting which does not allow
the control and/or manipulation of all relevantightes. The researcher must clearly
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understand what compromises exist in the interndlexternal validity of its design
and proceed within these limitations. Most soezhlifield experiments, operational
research and even the more sophisticated formstmaresearch attempt to get at
the causal factors in real life setting of the etifeeness of any method or treatment
condition where random assignment of subjects téhous or conditions is not
possible.

v. Survey Research Method

In a survey research method, you study large aradl opulations (or universes) by
selecting and studying samples chosen from thelptpos to discover the relative
incidence, distribution, and interrelation of sdogcal and psychological variables.
Surveys covered by this definition are often callathple surveys. Probably because
survey research developed as separate researchyaetiong with the development
and improvement of sampling procedures. Survegares is considered to be a
branch of social scientific research, which immealiadistinguishes survey research
from the status survey.

vi. Casual-Comparative (Ex-Post Factor) Method

Investigating the extent and possible cause-areteffelationships by observing
some existing consequence and searching back thibegdata for plausible causal
factors, for example, you may want to identify tast related to the “drop-out”

problem in a particular school, using data fronords over the period of say twenty
years; or to identify possible causes of studeots performance in external/public
examinations, (e.g. WAEC, NECO, SSCE, etc) in ganarin any particular subject
of interest.

vii. Applied Research

viii.

Applied research deals essentially with conductegparch in an attempt to provide
solutions. Under applied research, we have AdRerearch, Investigative Research,
and Evaluation Research.

Action Research

Action research is different from other types ode@rch because of its usefulness.
This type of research is used by classroom teacb#ige administrators, and policy
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makers. The research attempts to develop news skitw methods, and approaches
and tries to solve problems with direct applicatitm the classroom situation,

(Adewumi, 1988).

ACTIVITY 1

1. List and describe, with three or four major wordigferent types of
educational research.

2. Students are not performing well in English and hatatics because
teachers are using outdated techniques and stuglent®t actively involved
Which research type can you use to improve achiem&mn

a. Inthe long-term?
b. In the short-term?

3.2 CHARACTERISTICS OF EDUCATIONAL RESEARCH

As a science, educational research possessedltweirig characteristics:
i. Itis Empirical

It involves the collection of data that can be usedraw conclusions. Conclusions
are not based on what the author feels or thinlobhutoncrete evidence derived from
the data collected by careful observation of thenév being investigated.

ii. Itis Theoretical

Education research, as a scientific research, afes at the building of a relevant
theory that can explain certain phenomena amonghbias in educational situations.

iii. Itis Cumulative

Each scientific investigation tries to build upoxisting facts and theories and helps
in refining and extending the existing principles.

iv. Itis Non-Ethical
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It does not consider issues. That is, scientifiestigations do not seek answers to
qguestions such as whether an action is right, angr They attempt to find the
logical explanation for any action and avoid vgludggment.

Itis Verifiable

A scientific investigation leads to verifiable rédsu The process adopted in any
scientific investigation is such that it can belicgied by other researchers who
invariably can get the same results, (Koleoso, L%Bother things being equal.

ACTIVITY Il

1. Highlight and discuss various characteristics afoadional research.

2. a. In what ways would the primary education congmarof the National Policy on
Education (1998) been different if an approprigsearch had been conducted?
b. Which type of research would have been caoig@

4.0 CONCLUSION

You have seen the different types of research in edation. They are applied in different
situations. Every type of research needs differertype of approach and methods. It is your
duty to apply your knowledge in choosing a researctype to suit your research condition.

5.0 SUMMARY

¢ In this unit, you have learnt types of educatiordearch to include historical, survey,
and experimental types. You have also been exptsdihsic methods of research.
These include: descriptive, case and field, expamiad, quasi-experimental, survey
research, etc. The characteristics of educatioestarch are that it is empirical,
theoretical, cumulative, non-ethical, and verifeabl

6.0 TUTOR MARKED ASSIGNMENT
Discribe three characteristics each of historisatyey, and experimental research.
7.0 REFERENCES
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1.0INTRODUCTION

In the last unit, you learnt the different types am approaches of research. You have also
learnt that research is scientific in nature. But his is not as perfect as in the natural
sciences. There are some limitations to this. In & unit you will learn about this. Let us go
through them.

2.00bjectives
At the end of this unit you will be able to:
i. Explain scientific approach in educational research
ii. Describe the limitations of educational research tscientific approaches
iii. Explain the scope of educational research

3.0 MAIN CONTENT

35



Scientific Approach in Educational Research

Unlike physical and biological sciences, educatod social sciences deal with living humans.
Hence, the subject of educational research poseh mueater complexity than that in natural
sciences. The usual criticism is that educaticarad other social science research largely
emanates from ill conceived notion of research iéma@pplication in complex human setting.
The educational researcher needs the wisdom teseh@search designs and methodologies that
are responsive to the problem; this is, in coniséiftttion to the obsessive use of complex
guantitative methods. The issue is that of a catelance between quantitative and qualitative
techniques of research depending on the natureeoprtoblem, the nature of data and even the
sample drawn for the study.

Although problems of discovery principles of humbehavior are difficult, they are not
impossible. Social scientists will need to cariyt observations as carefully as are done in
physical sciences. Subjective, qualitative judgi®mereed to be supplemented by more exact,
guantitative measurements which are not easy tewaelhn the case of human beings. This lack
of ‘quantifying’ and ‘generalizing’ of data, quiteften becomes a drawback in educational
research as well. Whereas exact sciences tenectonie increasingly quantitative in their units,
measures and the terminologies, in social sciemzest of the matter is qualitative and does not
approve of quantitative statements. We may tallgrofving indiscipline, but unless we can
measure it, we cannot generalize the concept.

Research in education adopts both quantitativeqaiaditative techniques. Social sciences have
not been able to establish generalizations equivdte theories of the natural sciences or, to
predict events accurately. Perhaps, social sceewienever realize the objective of science as
completely as natural sciences do. In fact, theme several limitations involved in the
application of the scientific approach in educatamd the other disciplines of social sciences.
Let us try to see what they are:

(i) Complexity of subject matter:

A major obstacle is the inherent complexity of Hubject matter. Natural scientists
deal with physical and biological phenomena. Ao number of variables that can
be measured precisely are involved in the explanatf many of these phenomena,
and it is possible to establish universal laws.r Egample, Boyles’ law on the
influence of pressure on the volume of gases, whigals with relatively
uncomplicated variables, formulates the relatiopgbetween phenomena that are
apparently unvarying throughout the universe.
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On the other hand, social scientists deal withhiln@an subjects. They are concerned
with the subject’s behavior and development batham individual and as a member
of a group. There are so many variables actingpaddently and in interaction, that
must be considered in any attempt to understandplenhuman behaviour. Each
individual is unique in the way he or she develapshe mental equipment, in social
and emotional behaviour and in application of therall personality. The behaviour
of humans in groups and the influence of the behavof group members on an
individual must also be dealt with by social sdgist A group of first-graders in one
situation will not behave like first-graders in &émer situation. There are learners,
teachers, and environments, each with variables dbatribute to the behavioural
phenomena observed in a setting. Thus, researchess be extremely cautious
about making generalizations, since the data obdain one group situation may not
be valid for another group.

(ii) Difficulties in observation:

Observation, thaine qua norof science, is more difficult in the social sciendtkat

in natural sciences. Observation in social scienisemore subjective because it
frequently involves interpretation on the part bk tobserver. For example, the
subject matter for investigation is often a persorésponses to the behaviour of
other. Motives, values and attitudes are not dpenspection. Observers must make
subjective interpretations when they decide thdtab®urs observed indicate the
presence of any particular motive, value or atgtudThe problem is that social
scientists’ own values and attitudes may influebogh the observations and the
assessment of the findings on which they base tweiclusions. Natural scientists
study phenomena that require little subjectiverpritation.

(iif) A chemist can objectively observe the reaction ketwtwo chemicals in a test tube. The
findings can be reported and the observations eagsbily replicated by others. This
replication is much more difficult to achieve incgd sciences. An American
educator cannot reproduce the conditions of a Ruossducator’'s experimental
teaching method with the same precision of repboatas that with which an
American chemist can redo a Russian chemist's erpat. Even within a single
school building, one cannot reproduce a given 8doain its entirety and with
precision. Social phenomena are singular everdscannot be repeated for purposes
of observation.

(iv) Interaction between an observer and subjects:
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An additional problem is that mere observation @fial phenomena may produce
changes that might not have occurred otherwisese&ehers may think that X is
causing causing Y, when, in fact, it may be thaljective observation that X causes
Y. For example, in the well-known Hawthrone expents, changes in the
productivity of workers were found to be due nothe varying working conditions
but to the mere fact that the workers knew theylheh singled out for investigation.
Investigators are human beings, and their presascebservers in a situation may
change the behaviour of their human subjects. udeeof hidden cameras and tape
recorders may help minimize the interaction in sarases, but much of research in
social science includes the responses of humaedashp human observers.

(v) Difficulties in control:

The range of possibilities of controlled experingeah human subjects is much more
limited than in natural sciences. The complexii@#lved in research on human

subjects present problems in ‘control’ that arearajpeled in natural sciences. In the
latter, rigid control of experimental conditions psssible in the laboratory. Such

control is not possible with human subjects. Towiad scientist must deal with many

variables simultaneously and must work under camttthat are much less precise.
They try to identify and control as many of theseiables as possible, but the task is
very difficult.

(vi) Problems of measurement:

Experimentation must provide for measurement ofdlgéors involved. The tools for
measurement in social sciences are much less parfdqrecise than the tools of the
natural sciences. We have nothing that can compdlethe precision of the ruler,
the thermometer, or the numerous laboratory instnimm We have already pointed
out that an understanding of human behaviour ispticated by the large number of
determining variables acting independently and riteraction. The multivariate
statistical devices available for analyzing datadnial sciences take care of relatively
few of the factors that are obviously interactingurthermore, these devices permit
the researcher to attribute the variance only wofa operating at the time of
measurement. Factors that have influenced developnn the past are not
measurable in the present, and yet they significamfluence the course of
development.

Since research in behavioural sciences includisgaieh in education is complicated
by these factors, researchers must exercise cautiomaking generalizations from

their studies. It will often be necessary to cartcheveral studies in an area before
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attempting to formulate generalizations. If idifiadings are consistently confirmed,
then, one would have more confidence in makingdgeneralizations.

Despite these handicaps, education and socialcgsdrave made great progress, and
their scientific status can be expected to increasescientific investigation and
methodology become more systematic and rigorotisein research activities.

Check Your Progress 4
What are the constraints in applying scientific method to educational research?
Notes: (a) Space is given below for your answer.

(b) Compare your answer with the one given at the end of this Unit

3.2 SCOPE OF EDUCATIONAL RESEARCH

Scope of educational research can be viewed frenatigles of substantive areas of education
and research methodology. The two parameterswgelated and are represented in the matrix
below:

Methodology Historical Descriptive Experimental

Area of Education

|

Philosophy of Education

Teacher Education

Curriculum

Other(s)
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Let us first look at the scope from the methodatabperspective.
Methodological Classification
In sub-section ........ , we discussed the two categamievhich all research can be fitted in.

This categorization, that of basic and applied asdg is true for educational research as well.
In addition, educational research can be categbrdifferently under four types: Historical
research, Descriptive research, Experimental reseand Action research. Brief notes on all
these types and the methods involved therein asndielow to continue the discussion.

Historical research

This type of research describ@that was The process involves investigation, recording,
analyzing and interpreting the events of the pastoider to make generalizations; these
generalization are helpful in understanding the,gaslding a perspective about the present, and
to a limited extent, in anticipating the futureheTmain purpose of historical research, therefore,
is to arrive at an exact account of the past 40 gsin a clearer perspective for the present. And
this knowledge further enables us, at least péartigio predict and control or future
existence/activities.

Descriptive research

This type of research describeshat is. It involves the description, recording, analysigl an
interpretation of conditions that exist. It inveks some type of comparison or contrast and
attempts to discover relationships existing betweanables. Much educational research is
aimed at describing the characteristics of studantsthe educational environment. The nature
of prevailing conditions, educational practices axgsting attitudes must be determined before
we can move onto solving problems about learnessitutional organization or the teaching of a
subject. Research of this nature may not answsc ljaestions, but it does permit the gathering
of information which serves as a basis for fut@search. It is detailed in Block ...Unit.....

Experimental research

This type of research describefat will be when certain variables are carefully controlled or
manipulated. The focus is on the relationship ketwtwo sets of variables. One set of
variables is deliberately manipulated (experimemtaatment of the independent variable) to
examine its or impact on another set of variabliepéndent variables). For example, in one of
the experimental studies, a distance educatiorr tuédd specially designed contact classes
(independent variable or treatment) for a particgieoup of distance learners and studied its
impact on their performance in the university exsatiopn (dependent variable). The
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experimental research involved systematic recordingata and scientific analysis later. This
type of research leads to developing testable Ingsets, generalizations and predictions. This
methodology is derived largely from the physicaksces. We will bring you more details on
experimental research in Block 2 Unit 4.

Action research

Action research involves the application of thepst®f the scientific method to educational
problems. Although it is similar in some respetdsexperimental research, action research
differs principally in the extent to which findingan be generalized. Primary concern for action
research is problem solving, hence, it is focusedh® immediate application and not on the
development of a theory. Many action researchegtsjare carried out in a single classroom by
a single teacher; and the others, by all the teacimean institution or even any aspect. Is
findings are to be evaluated in terms of local Eaypility, not in terms of universal validity. Its
purpose is to improve institutional practices.

A typical example of action research in distancacation institution:

The institution was receiving complaints of nota®g study materials in time.
The material was sent by post. It was decidectta she study material to the study
centres and the students were advised to collecstildy materials from the study
centres personally. The data on number of comglaicost of loss on transit,
additional cost at study centres, cost of transpere studied on comparative basi
with the practice through postal delivery. Thedstundicated net reduction in
complaints and the matching cost involved.

»

In this case, the problem of delivery of materiaswsolved through action research. We will
bring you more details on action research in Bddknit 4.

Interdisciplinary fields of inquiry

Education is an interdisciplinary field of inquitlgat has borrowed concepts and theories from
physics, biology, psychology, sociology, anthrogylopolitical science, economics and other
disciplines. The methodologies used in educatiorakarch are also derived from several
disciplines, e.g. systems analysis from biologypegimental designs from physical and natural
sciences, observation and interviewing from antblogical sciences, testing from the discipline
of psychology, and the like.
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UNIT 5: RESEARCH PARADIGMS IN DISTANCE EDUCATION

3.0 Introduction
3.1  Objectives
3.2 Research Paradigms in Distance Education

3.2.1 Empirical Paradigm
3.2.2 Interpretive Paradigm — Phenomenology
3.2.3 Critical Paradigm
3.2.4 Phenomenography and the Second Order Pavgpec
3.3 Approaches to Distance Education Research
3.3.1 Qualitative and Quantitative Approaches
3.3.2 Triangulation Approach
3.3.3 Component Analysis Approach
3.3.4 Model Building
3.4  Research Areas
3.5 Let Us Sum Up
3.6 Check Your Progress: The Key

3.0 INTRODUCTION

Distance education has significant components wlaich more industrial than academic in
nature. The development of distance educatioreilsgoshaped by technological, demographic
and political forces, as well as distance teachexgeriences of the practitioners. These
components bring ikhangedn this system rapidly and radically. In otherrd® you can say
that research is essential to know the effect aingles so that future decisions in the field of
distance education can be shaped according toethdts of the present study and previous
developments. It will provide a basis for decisinaking and policy formation (Koul 1993).

You are already aware that distance educationtisingply a mode to deliver learning materials
through different media, but a form of educatioggberience which requires analysis in terms of
the range of strategies, the techniques and t@ad to improve its practice. There is always a
concern for directing research activities in dis@education to the real needs of the participants
— those engaged in teaching at a distance, thandsstlearners, those who provide support
services and the administrative and managemerdgragsivhich deliver distance education. As a
student of distance education, we hope that thig Witl familiarize you with the developing
traditions of research activities in distance etiooa to understand why research is directed
towards certain problems or phenomena and to desagiels, patterns or ways in which you can
go about conducting research in distance educatfée.will inform the possibilities, approaches
and limitations of various tools and techniquesdate etc. This will enable you to analyse,
theorise and pose questions which deal with a largaber of teaching and learning issues,
macro perspective involving social and politicaleets, impact of distance education system,
and communication issues.
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This Unit will serve as a guide for the beginnefrsesearch in distance education. It is assumed
that the field of distance education has producetiaill continue to yield growing bodies of
knowledge. But, knowledge does not grow naturatlynexorably. It is produced through the
critical inquiries of practitioners or scholars rdais, therefore, a function of the kinds of
guestion asked, problems posed and issues framethdsg who conduct researches. To
understand the methods and findings of researaiedaout in the field of distance education,
one should appreciate and utilize the varietieswafys in which research questions are
formulated. The framing of research questions tikat of an advocate asking questions in a
court of law, limits the range of permissible respes and prefigures the character of possible
outcomes. In other words, it is essential tha¢searcher understands the questions that have
been asked and the manner in which those quedtaves been framed, both conceptually and
methodologically. As a researcher, you should kmadw research is formulated in a specific
fashion, what are the alternative approaches toiipghow to work on a research project, how
to select a tool and how to prepare a design &earch. The paradigms of research will provide
you a solid background in a each of the researstodises and allow you to explore the trends
of research from a global perspective. In a wagsé paradigms inform us about problems and
procedures which are consistent with researchitiginva specific social, cultural, economic and
political framework. Keeping in view the above tRcthis Unit provides you a detailed
discussion pertaining to paradigms of research.

3.1 OBJECTIVES
On the completion of this Unit, you should be alble

Describe the concept of ‘paradigm’,

Distinguish between the three paradigms of research
Explain the approaches to distance educationaareiseand
List the different areas of the research in distagducation.

3.2 RESEARCH PARADIGMS IN DISTANCE EDUCATION

There are a number of issues pertaining to theraatti research in distance education: for
example, whether the proposed research topic eashe need of the situation; how shall the
topic be viewed by the wider community of distamzkicators engaged in research activities;
what sort of theoretical interpretation might liehind the research questions; what is the status
of research in distance education and how to teeoand generate knowledge in distance
education. To answer these questions it woulddaéulito introduce the idea of various model
and approaches to research. Many researcherstéliied about the way scientist use models
known as maps graradigmsto develop aframeworkfor distance educational research.

The paradigm approach provides for a solid backgtan each research exercise and helps us to
follow up, in depth, specific areas. This backgrbus an essential part of the development of
models in distance education research.

There is always a concern for directing researtivigcin distance education to the real needs of
the participants — those engaged in teaching astante and those who provide services to
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deliver distance education. It is also essentiacannect research in education and social
sciences. For example, there are some commosabéeveen much of what occurs in distance
education and the work done with individualizednuastion, independent study, and technology.
Coldeway (1990: 388) emphasized that the enormousuat of work done on personalized
instruction systems could be used to form basedata to begin research in distance education.
The research should deal witticro perspectivesuch as teaching and learning at a distance and
macro perspectives involving social and politicfleets, impact of the distance education
system, communication technology, etc., which fitm a mine of information. In other words,
although distance education is very different freducation in a conventional setting, research
carried out on conventional campus based studeartspoovide a framework for developing
research paradigms for students studying at artista

The Concept and Genesis of Research Paradigms

The concept of paradigm has turned out to be ugefuispiring critical thinking about “normal
science” and the way shifts in basic scientifiomkimg occur. A paradigm determines the criteria
according to which one selects and defines probfemsiquiring and how one approaches them
theoretically and methodologically. A paradigm lcbalso be regarded as a cultural artifact,
reflecting the dominant notions about scientifitié@e@our in a particular scientific community,
be it national or international and at a particgdamt in time. In other words, we can say that
paradigms determine scientific approaches and gduyes which and out as exemplary to the
new generation of scientists — as long as theyodd@ppose them. A ‘revolution’ in the world of
scientific paradigm occurs when one or severalaebers at a given time encounter anomalies;
for example, they may conduct experimental studieske observations, which in a remarkable
way do not fit the prevailing paradigm. Such anb@sacan give rise to a crisis after which the
universe of research under study is perceived irrdgimely new light. Previous theories and
facts become subject to thorough rethinking andvaduation. It is relatively easy to point our
changes in paradigms in natural sciences. Fanpbea in physics paradigm shift occurred from
Aristotle via Galileo and Newton to Einstein. Buhen research activities in social sciences
emerged in the nineteenth century, a conflict waseoved in the field of research concerning
both the purpose and method of inquiry. Alterratperspectives have been proposed and
accepted by many. The value of alternative appresmevas not denied, since scholarly debates
and the exploratory use of these alternative amhexs add vitality to the field. During the
1960s, scholars from different social science glswes studied educational problems with many
disciplinary affiliations. Most of them have a Bgoound in psychology or other behavioural
sciences, but quite a few of them have humaniteskdround in philosophy and literature.
Thus, there cannot be a single paradigm prevadlilegn the normal science in the multi-faceted
field of research in education. So, the scholargridouted new methods and new perspectives.

Some scholars argue that there are two main parasdigthe (i) scientific and the (ii) humanistic
which are not exclusive, but complementary to eaitier. Nevertheless, it can be argued that
the drawing of a distinction between these two apgnes cannot be sustained to the extent that
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they are regarded as two different paradigms. fWentieth century has seen the conflict
between these two as employed in researching ednabproblems. The one which is modeled
on the natural sciences shows emphasis on empigueadtifiable observations and analysis data
with mathematical tools. The other paradigm iswéel from the humanities with an emphasis
on holistic and qualitative information for integpbing data.

A review of relevant literature indicates four nrgparadigms:

(i) empirical — analytic (roughly equivalent to quaatiie science)

(i) interpretive — symbolic (qualitative or hermeneatiaquiry)

(ii)critical (where criteria relating to human betment are applied in research)
(iv) phenomenography

let us now examine each of these in detail.
3.2.1 Empiricist Paradigm

This paradigm emphasizes careful can controllecciasion as the basis for knowledge. The
observer is dispassionate and independent of tleetadf observation. Knowledge is objective,
generalisable and can be usegtedictandcontrol future events (Smith et.al. 1990). In other
words, within an empiricist research paradigm, theivities or processes proceed in a
hypothetical — deductive way. Here we have a théehind the particular problem we wish to
investigate. The theory provides the concepts wpizse the research problem. The hypotheses
arise from the theoretical framework made up frtwe ¢oncepts and variables interacting with
each other. Holmberg (1990: 159) emphasized tttatlarly work that tests propositions and
modifies theoretical approaches has to be intejestibely rational, exact, and of non-artisan
character.

Since research processes, according to this viesuld proceed by the hypothetical — deductive
problem method, you need to have some kind of thémr a particular problem you wish to
investigate. This theory or model will provide tlhenguage and concepts which pose the
problem. Your hypotheses will arise from the tletioal framework made up from the way the
concepts or variables interact with each other.

For example, you want texplore the relationship between distance teaclaind independent
learning. For this problem the following hypotheses carfdvenulated with the eventual aim of
operationalising the statements and finding waysropirically testing them. These hypotheses
are:

1. Distance learning is possible without a counsetdeacher
2. Emotional involvement in the study promotes deaprimg and goal attainment.

You can notice that if we are to move to an emairapproach for testing the above hypotheses,
we arefaced with a problem of deciding what we might measure, how to go almeasuring
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emotional involvement, deep learning and goal mtt@nt. So within empiricist research, a
hypotheses must focus on a meaningful problem, blaaly defined concepts. After this, to
verify our assertion that there exists a relatigndfetween emotional involvement and deep
learning, we have to construct and conduct the ta#&t also have to design the research activity,
whether to select the experimental approach or attyer method. If we decide to be
experimental in our approach, we have to manipulse=xtent of emotional involvement to see
whether there is any effect on deep learning. Willobbe our subjects? Also, we have to take
into account the practical and ethical considenatim attempting this empiricist approach. You
can see that you have to prepare a typical pateerampiricist approach. The steps involved
are:

Problem posing— . Hypothesis generation——p Choice of research desighn —

Reporting «—— Data analysis €+——— Data collection «—— i

Deriving a theory is a deductive principle, buheadry which is based on evidence can be proved
only by the induction approach. For example, aaesher observes again and again that friendly
communication (feelings of belonging and persoreghtions between learner and tutors)
influences not only motivation but also achievemémiorably. General opinion among
educators supports the researcher in assumingmtett he/she hasmducedfrom the cases is
based on the theory or a law. A theory to thisaffs developed and various hypotheses derived
from it — and, in fact, agreeing with what has beeticed in practice, and tried empirically. In
other words, assumptions are then deduced fronrythelm distance educational research we
investigate facts concerning the student (numbeage, group, qualifications, socio-economic
status, etc.), the use of media and methods, agi@om and administration. Accepting this kind
of fact finding in research activity implies thesamption that there is, in fact, a reality that can
be observed objectively.

Activity 1: Prepare an outline of a research exercise ineataat you are
interested in by using the steps of empirical pigra.

3.2.2 Interpretive Paradigm — Phenomenology

This paradigm emphasizes social interaction asbtws of knowledge. The researchers use
their skills as ‘social actors’ to understand thibjsctive worlds of others. Here knowledge is
subjective, constructed through mutual negotiateond is specific to the situation under
investigation. The difference between empiricred anterpretive paradigms is that the empiricist
approach focuses on prediction and control, buiritexpretive approach is concerned with the
understanding of a particular situation by the aesler.
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The interpretive approach focuses on the intentimisnd human actions, seeks to uncover, and
interpret the meanings of all that is happeningndpelone or being understood by those who are
involved in the activity under investigation (Nun&890: 26). This type of research includes
gualitative methods of study. Here the focus is on the olesbpresent, but the findings are
contextualized within a social, cultural and higtal framework.

The dominant influence within the interpretive ghgan has been research on students approach
to learning. The research study focusing on stistldearning, particularly following the
phenomenography of Marton and Saljo (1976) expthite deep and the surface approaches.
The idea of approaches to learning, though apgdsreimple, is very useful in understanding
why students learn differently under the same arstances. It is not a learning style inherent in
students which they manifest in all situations, bButharacteristic of interaction between an
individual and learning task. So, it is the intetation of an intention and an action. It onlg ha
meaning with reference to a situation with certipes of content. From phenomenograph
approach (you will learn about it in 3.2.4), Martand Saljo (1976) came to this important point
about distinguishing deep from surface learning aerplained that students would adopt the
means of processing academic tasks. If learnerslyneished to display symptoms of having
learned, they would adopt a surface level approdthhey wanted to grow in understanding,
they would adopt a deep level strategy. The amhemto learning movement has influenced
distance education literature. From the aboveudson you must have realized the impact of
interpretive paradigm on deep and surface levelsashing. But what is thehenomenological
approach? Let us discuss in brief about pkenomenologicalapproaches before we proceed to
the strength and limitation of interpretive parauig

Phenomenology -t is concerned with an interpretive understandifidhuman action. As a
philosophical movement, phenomenology was foundeBdmund Husserl. Its main concern is
to provide philosophy with a foundation that wilhable it to be a pure and autonomous
discipline free from all presuppositions. Its nuths essentially descriptive, and its aims are to
uncover the fundamental structures of intentiomscausness and the life-world. The idea of
the life-world of ‘lived-experience’ which is alwaytaken for granted even by empirical
sciences, is one of the two main concepts of phenofogy, which has interested many social
scientists including psychologists. Neverthelessijtics have argued that when
phenomenological concepts are transferred front trdginal domain to the context of social
science, their meaning is radically transformedn d wider context, we can say that
phenomenology has influenced the researchers’ sisaby the constructs and the interpretation
in reality. For example, an important point abstiidents learning approaches is that one
depends upon the student’s perception of the cpthredeaching and the learning environment.
A range of constructs such as heavy workload, tidaeaching, content oriented assessment
and a fact-filled syllabus have been consistentgt mith a surface approach. The constructs
made by the researcher, through phenomenologiedyss, in a learning environment help to
study the behaviour of the distance learner agabearcher tries to explain in accordance with
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the constructs whether the learner has deep oacutevel learning. The phenomenological
analysis of learning approaches has provided thearehers with interpretable tools which are
sensitive to the context of the department or titvidual learner or teacher; so it helps in
designing courses and planning curriculum more goiveé to students employing a deep
approach.

Phenomenological and interpretive researches déraie responses for the subject and blur the
distinction between subjects and objects. Phenologital concern attends to how subjects
make sense of the world. How do learners, or &&cbr whoever interpret social practice and
situations in which they find themselves? Phenmiwgists look to the ‘object’ of study for
descriptive first order constructs. What were feriyiobjects, for example, students, teachers or
educational administrators are now subjects.

Phenomenologist adopt an attitude of epochs, whestbeliefs, opinions, attitudes, experiences,
ideologies, and frames of references propose teadiscourse of research emanate from the
subjects. Subjects expose first-order constantwhigh they organize and make sense of their
daily lives. Researchers then develop second-agdentific and explanatory constructs that

account for first-order constructs.

Some issues such as defining the perceived satiatien, collecting data through unstructured
and informal approaches should be handled progerlgollect relevant information. In any
interpretive study, the researcher may sometimesive information which is not intended for
public disclosure. Being a participant and an olee the researcher carries a number of
responsibilities to deal with a particular situatiovith moral considerations because the
construction of meaning from an observational antand informal interviews is a key activity
in interpretive paradigm. The limitation of theamretive paradigm is that there is no inherent
mechanism for moving beyond interpretation. Ifstiparadigm is followed, the researcher
depends on the level of interpretation and theremdsmechanism for moving on towards
remediating the identified problems.

3.2.3 Critical Paradigm

The critical paradigm emphasizes that knowledgerablematic and capable of systematic
distortion. It represents the interests of sonmgs within society and has the potential to be
either oppressive or emancipating. This approdares the assumptions of the interpretive
approach but adds the above element. One of theeows of the critical paradigm is to
understand the theory as well as practices.

Now, to reconceptualise this research activity,ugettake the example of learning styles of a
distance learner. In this case, our first conagilhbe to try and understand the practices of
distance learners as they engage in learning. gestacipant in this research, the researcher will
be setting up strategies which involve learnerscritical reflections about their actions as
learners at a distance. The researcher has ten ligh their language and conceptual
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understanding of the way in which the learners eamtionally involved in influencing their
abilities to learn and attain their goals. Theeagsher may anticipate the introduction of social
and political contexts in this approach.

Sometimes the researcher may change the situati@mrder to provide a greater degree of
control to the learner. For example, warmth in hamelations, and rapport with teachers a
distance could be collectively redefined in waysclrchange the practice of those attempting to
facilitate learning at a distance. The use ofemile redefined actions by previously isolated
and independent students to achieve changes in itnlvement within the educational
enterprise may also be explored. This is becabse ctitical paradigm sees knowledge
developing as participants are actively involveadamstruction and reconstruction of theory and
practice. The approaches involved in this paradigm emancipatopraxis and critical
pragmatism. For examplemancipatompraxis identifies a ‘guidance’ role for experteaschers

in facilitating involvement of participantsritical ethnographysupports emancipator action; and
critical pragmatismextends beyond the typical critical approach angshéor post-structural
analysis.

In the critical paradigm, the researcher has tontifle the social group of the
participants/subjects through dialogue and analyibe intentions of the participants. He/she
has to study the historical development of theadamnditions and the current social structure to
understand the group. The researcher has to tddea with the help of participant observation
and in-depth interview. He/she has to involve Hlfiserself to visualize the social situation.
The key feature of this paradigm is its concernfioding the truth/facts without distortion or
bias. It focuses on sociological and politicalss as a research problem.

One mode of research associated with the critigedgigm isaction researctwhich is a form of
participatory and collaborative research, aimedmroving educational settings and teaching
and learning practices. Action research aims 1p peactitioners investigate the connections
between their own theories of education and theim day-to-day educational practices. It aims
to integrate the research act into the educatisetiing so that research can play a direct and
immediate role in the improvement of practice aisdaim is to overcome the distance between
practitioners to become researchers. Groups oicjpants maybe tutors/counselors/teachers of
distance learners, heads of institutions, paremisogher community members — any group with
a shared concern.

Check Your Progress 1
Explain the importance of paradigm in distance atlao research.
Notes: (a) Space is given below for your answers,

(b) Compare the answer with the ginen at the end of this unit
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3.2.4 Phenomenography and Second Order Perspective

Phenomenography has been extensively dealt witiMbston (1997). According to him,
“Phenomenography is the empirical study of thetiohinumber of qualitatively different ways
in which various phenomena in and aspects of theldwaround us are experienced,
conceptualized, understood, perceived, and appdeldén Phenomenographers call it a ‘second
order perspective’ (Marton 1981).

This point can be explained with the help of an megle taken from a piece of
phenomenographic research. One of the ways inhwbigldren experience numbers is as
“fingers-numbers” which is stated by Numan (198}l ajuoted by Marton (1997). Children
frequently lay the numbers 1 to 10 in thigngerspresent in two hands, calling one of the little
fingers ‘1’ (one), the ring finger ‘2’ and so oMNumbers larger than 5 are then understood as 5+
some fingers. In carrying out simple arithmetitzgks, children try to keep the undivided ‘5’
together. Hence, when solving problems like 2= 9, they reverse the addends and transform
the problem by 7 + 2 = ?, where is “undivided” 2 -and the problem as a whole becomes (5 +
2)+2=7,

From the above example, you can understand a contspmething or a way of experiencing
something. The two expressions are being usetthdageably. It is a way of being aware of a
phenomenon. One might be aware of 7, when oneepexcit as 5+2, when one looks at one’s
hand or as 6+1 or 4+3, it might be an immediateeggpce of the number 7; it might be the
result of reflection or some other possibilitieSo, here the perceptions differ in a qualitative
way.

Phenomenography is a research specialization.ré@3sarches were carried pit at the University
of Goteborg, Sweden, in the early 1970s. The pafinkeparture for these studies was one of the
simplest observations that can be made about fegrnamely, that some people do better at
learning than others. These observations leddditkt question which was to be investigated
empirically, (a) what does it mean to say that squaeple are better at learning than others?
This in turn led to the second question, (b0 wheysome people better at learning than others?

This phenomenographical study was carried out witlividual tasks provided to the learners
under comparatively natural conditions and learnegse allowed to read the text provided to
them. Thus, after completing their reading, thedsiis were interviewed about what they
understood the text to have been about. The ietgralso pertained to their experience of the
situation and they were specifically asked how thagl gone about learning the text. All the
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interviews were recorded and subsequently transdnferbatim. On examining the transcripts of
the students’ accounts of how they had understoodreamembered the text as a whole, it was
fount that there were different ways of understagdhe text; thus, a hierarchically ordered set
of categories were devised and termed the “outcgpaee”. By referring to this outcome space,
the categories of description could be comparet wite another to judge how appropriate, in
relation to specified answering the second quest®to why are some people better at learning
than others. Further research for answering thengkquestion demonstrated the relationship
between approaches to learning i.e. surface and deehe one hand and the quality of the
outcomes on the other. This phenomenographic stedgloped the notion of two approaches to
learning. The idea of approaches to learning iy ugeful in understanding why students react
differently in the same circumstance.

Thus, two key issues regarding phenomenographiy stre:

1. Different ways of understanding a specific contehich learners developed in a certain
situation; sense was made of these in terms odrédifices in the approaches the learners
adopted to the specific learning task, that istemnms of differences in their ways of
experiencing the specific situation.

2. The second issue is that in developing the phenographic research, the focus of
interest was to shift away from that which emeriges specific situation and toward the
learner’s pre-conceived ideas about the phenomeahl dith in the specific situation.
For example, the way in which children understaaghipers, is of vital importance to the
way in which they deal with problems in arithmetic.

The above discussion points out that, phenomenbygrepthe empirical study of the limited
number of qualitatively different ways in which i@rs phenomena can be experienced,
understood, perceived and conceptualized. Thislmeagonsidered as a way of finding out how
the development of knowledge and skills within doenains can be facilitated.

In this section, we discussed the research parathigtistance education and phenomenography
which has significant contribution to research ssgbertaining to students’ learning.

So, our research can serve various interestsniseak forms of knowledge, it can be shaped by
various media and it can give rise to a form otgyatof paradigm.

Having presented to you the four research paradigws shall now examine a few
methodological issues and approaches.

3.3 APPROACHES TO DISTANCE EDUCATION RESEARCH
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In the above discussion in sections 3.1 and 3.2save how a research method is a particular
way of studying a problem. With the increasing bem of research studies in distance
education, much emphasis is laid on methodologgsales andpproachedo research in this
field. In this section, we will present to youeaMissues andpproache®f research.

3.3.1 Qualitative and Quantitative Approaches

Qualitative methods help us to examine the nattireiman behaviour and experience and social
conditions. But quantitative methods focus on diiye and standardized means of inquiry and
application of statistical analysis for attainmefbbjectivity and generalizations.

Quantitative methods permit the researcher to sselgcted issues, cases or events in depth.
Qualitative data are collected through direct obeton, participant observation, in-depth
interviewing, case studies, recorded documents,n-epeed questionnaires and journals.
Quantitative methods use standardized measuredittltterse opinions and experiences into
predetermined response categories. This approaelsures the reactions of a large number of
individuals to a limited set of questions, thusilfeting questionnaires, attitude scales, rating
scales and postal surveys.

The qualitative-quantitative debate has persistethe field of research. It has been more of a
philosophical debate than that of research pragtic@ualitative methods have been the subject
of considerable controversy among social scientist¥he philosophical and theoretical
perspectives which undergrid qualitative method<lutle phenomenology, naturalistic
behaviourism, and psychology. The philosophicatsmf qualitative methods emphasize the
importance of understanding the meanings of hunedyawiour and the socio-cultural context of
social interaction. This method estimates validigliability and objectivity of a social situation
and tries to picture the empirical social worlditaactually exists to those under investigation,
rather than as the researcher imagines it to be.

A large number of works on quantitative methodewffthe use of this method in the context of
distance education. Various qualitative researethods like ethnography, case study grounded
theory (Minnis, 1985, Marland 1989; Coldeway 1980) the methodology of critical reflection
put forward by Evans and Nation (1989) are consdiéo be more promising in this context.

In recent years, the debate has softened. A ceusdras gradually emerged that the important
challenge is to match appropriate methods to rekeguestions and not to advocate any singly
methodological approach for all research situatioB®th qualitative and quantitative data can
be collected for/under the same study.

3.3.2 Triangulation Approach
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As a reaction to the debate between the qualitaivé quantitative approaches, significant
researches have highlighted many flexible and &clempproaches. One of the eclectic
approaches in distance educational researthaisgulation. The choice of research methods
follows not from research doctrine, but from demis in each case as to the best available
techniqgue. The problem defines the method usedinetversa. Equally, no method (with its
own built-in-limitations) is used exclusively or isolation; different techniques are combined to
throw light on a common problem. Besides viewihg tesearch problem from a number of
angles, the ‘triangulation’ approach facilitatese tiross-checking of otherwise ‘tentative-
findings’.

As you know, qualitative approach puts more empghasi participant observation, open-ended
guestionnaires, in-depth interviewing and analg$§idocument. On the other hand, quantitative
approach uses close-ended questionnaires and sorgthods for collection of data. As a
precaution against subjectivity in both the apphesc theriangulation method insists on cross-
checking the important findings through the uselifferent techniques, coding and appropriate
checking of open-ended questions, and independ&rpretation of data by different members
of the research team. While using this approaletoretical principles and methodological
ground rules can be discussed and made explidgigriar for selecting or rejecting areas of
investigation can be spelt out and evidence caprésented in such a manner that others can
judge its quality.

This method attempts to eliminate bias or error asda result increase the probability of a
truthful explanation. There are three major goafstriangulation, namely: convergence,
inconsistency and contradiction.

Convergencés the first goal of triangulation approach. Hetes result of data collected from
different sources, methods and investigations arsbined to provide evidence about a single
phenomenon.

Inconsistency -This refers to the inconsistency among the da@ften multiple measures
produce conflicting evidence that do not confirsiragle proposition.

Contradiction — This refers to the data collected from various rees being not only
inconsistent, but also contradictory.

In the context of distance education, some of #mearch problems are complicated, often
confounded with a variety of interlocking variabl8ometimes, it may even be difficult to carry
out the research. A triangulation method may preffective in dealing with a variety of
variable. For example, a researcher wants to stiuelydevelopment of the distance education
system during the nineties. He/she has to considariety of interlocking variables pertaining

to instruction, management and logistics. Thealdeis associated with the instructional system
are learning strategies, instructional materiasgdback and support system, etc. In management
system, the components are organizational strugtyaicies and procedures of an institution,
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leadership and use of researchers. Finally, liegisihclude technical quality, programme
delivery and instructional environment.

The term ‘component’ refers to one of the featureparts of a system. For example, in distance
education system the components are learnersuatistnal materials, support services, etc.
Here, the components that directly affect learaeesof particular interest for research. It begins
with an analytical phase to identify the natureeath component and how they possibly interact.
Once the components are identified, it is posdibldetermine the contribution each component
has towards the overall effect.

For example, a distance education programme hdsltbeing component:

i) a printed course package,

i) a set of audio and video-cassettes,

iii) access to counseling sessions, and

iv) a set of policies related to admission and evalngtrocesses.

The above components work together to produce @cplar effect i.e. achievement, rates of
course competition, etc. Suppose a researchesw@aetermine which of these components are
most important in producing a particular effecty,ssompleting a programme. The first stage in
component analysis research would be to analyse eamponent in the course to determine
whether it exists at a level of quality. For exdenpo determine the instructional components in
the printed package, one has to analyse the wéliewrobjectives, clear presentation and self
check questions that match the objectives, of tineponents. It may be useful to begin research
work with formative evaluation than to determine thverall effect of a programme. Component
analysis approach is a good way to combine the fitenef evaluation with a potential
programme of more generalisable research (Cold®a:1394).

3.3.4 Model Building

Model building approach provides ways of addressmmgortant research questions that are
ignored while designing the framework of researdhserves to integrate various knowledge
bases together. Information outside of distanagcaiibn can also be used to guide decision
making. Calvert (1989) proposed a conceptual fraonke indicating relationships between
various input, process and outcome variables. fildraework helps to construct a model of a
distance educational research programme. Modddibgifor distance educational research is
useful to begin with a research problem and toiptelde difficulties in conducting the research
and to estimate the reliability and external vayidi

Check Your Progress
List the four approaches to distance educatiorerebe
Notes: (a) Space is given below for your answer
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3.4 RESEARCH AREAS

Considering the extensive practice of distance atiluc and the investigation made of this
practice, there is good reason to categorise tlessarch studies. Studies conducted by various
distance education practitioners show uneven digion across the areas of research. The
categorization of research activities into vari@rsas are done by Holmberg (1996), Panda
(1992), Dash (1993), Jegede (1993), Sherman anaaN€®90) and Moore (1995). These
studies emphasise that the core areas of reseadibtance education have an identity, a sense
of questioning and the capacity for qualitative lgsia with reference to theoretical approaches.
Evans (1990) mentioned that there are more thanudersities and colleges with higher
distance education programmes in China. Moshet have established research institutes of
higher distance education. The issues evokingarelses interest in China are: reform problems
of distance education, problems arising from s&eltelevision and broadcast education,
cooperation and union in distance education andiestiufor foreign distance education Sherman
and Nedza (1990) classified the areas of distadueation research into categories. They have
explained that interest in research in the fieldistance education is worldwide. They have
suggested a broad range of topics of research ctedlin developed and developing countries:

i) Research, Philosophy and Information,

i) Student Support and Success,

iii) Curriculum Development and Special Courses,
iv) Tutor and Faculty Development and Evaluation,
v) Technology in Distance Education, and

vi) Administration.

Jegede (1993) collected expert opinion about distaaducation research in developing
countries. The four broad categories of areasthdtoverwhelming support requiring priority
research attention are: study skills (81.3%), msifsnal development (77.4%), management and
planning (71.9%) and student evaluation (71%).

Holmberg (1996) analysed the character and scopksté#nce education as a field of scholarly
enquiry which adds weight to the view that distaeceication is a well delineated field of
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academic inquiry. Further areas of research itexc® education as stated by Holmberg are
history, target group, student bodies, the admatise practices, student evaluation, etc.

In an analysis of periodical literature publishedfour referred journal of Open and Distance
Education, Mishra (1997) categorized the papers Bd#ven groups: distance Education in
Perspective (18%), Students and their learning8@5), Learning materials and related issues
(9.4%), Technology issues (14.12%), Managemenes$d.14%), Distance Education: Theory,
research and training (11.63%) and Distance Edutati practice (15.78%).

In the above discussion, we have made an attemptittme the areas of research in distance
education identified by various distance educapiacttitioners. These areas of concern are being
subjected to investigation by various researchesmoridover.

Check Your Progress 3

What are the four broad areas of research whiakinegriority attention
in developing countries?

Note: (a) Space is given below for your answer.

(b) Compare the answer with the nemiaethe end of the Unit.

3.5 LETUS SUM UP

In this Unit, we have discussed the need for reteand development. In section 1 of this Unit,
we have focused on the three paradigm of resedroly are: empiricist, interpretive and critical

paradigms. At the end of the Unit we have explditiee research areas identified by various
practitioners.

3.6 CHECK YOUR PROGRESS: THE KEY
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1. A paradigm determines the criteria according/ich we select and define the problem.
It also acts as cultural artifact, which refledis scientific behaviour in any community.
In distance education it provides a backgroundhim research exercise and helps togo

into depth.

2. a) Qualitative and quantitative approach
b) Triangulation,
C) Component analysis, and

d) Model building
A research paradigm provides a solid backgrouncanh of the research of the research
discourses and allows us to understand researdblepms clearly. It helps us to know the
procedure and background for conducting researdistance education.

3. The four broad categories which, according to exyiews, need priority attention are:

)] Developing study skills

i) Professional development
iii) Management and Planning
iv) Student evaluation
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UNIT 6: PREPARATION OF RESEARCH PROPOSAL

CONTENT

1.0INTRODUCTION

2.0 OBJECTIVES

3.0MAIN CONTENT
4.0CONCLUSION

5.0SUMMARY

6.0TUTOR MARKED ASSIGNMENT
7.0REFERENCES

1.0 INTRODUCTION

Every activity needs thorough planning. When yawenthought out a research problem, you
must plan how the research will be carried out.isTdan which is like the building plan or
blueprint to a builder is callddesearch Proposal

The proposal provides a basis for the evaluatiothefwork and demonstrates clearly that the
researcher know what he wants to do to arriveeastiution of the problems at hand. It affords
him also, a systematic plan or procedure to follow.

There are various formats for the research propars@lit varies from Institution to Institution.
In this unit you will see the format which mosttitigtions make use of.
2.0 OBJECTIVES

At the end of this unit, you will be able to
i. List the components of a research proposal
ii. Describe the components one by one
iii. Write a research proposal

3.0 MAIN CONTENT
3.1 ABSTRACT:
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On a single, separate page, prepare a summaryegbrtposal to indicate its objectives and
procedures.

3.2 INTRODUCTION

- Background

- Statement of the problem

- Purpose of the study

- research questions and hypothesis

- Significance of the study (Implications and Apptioa)
- Operational definition of terms

- Assumptions of the study

- Limitations of the study

- Delimitations of the study

3.3 REVIEW OF THE RELATED LITERATURE

- Literature Review

- Conceptual framework

- Theoretical framework

- Review of related researches

- Appraisal/Summary of Literature review.

3.4 RESEARCH METHODOLOGY

- Research Design

- Subjects (Population and sample; sampling Techhique
- Instruments (construction and administration)

- Validity and reliability of Instrument

- Method of data collection

- Statistical Procedure / method of data analysis

3.5 BUDGET AND TIME SCHEDULE
3.6 REFERENCES

Background to the study

After choosing your research areas, there is negive cogent reasons for deciding to work in
this area. This area is of extreme importancet as the pillar upon which you will build
subsequent work. You should advance adequatengésochoosing the topic. If it was borne
out of the shortcomings of previous work or to figrt knowledge in the area, you will need to
explain. You will need to think deeply on how yauork and the previous ones will throw more
light on the problem area or lead to new knowledge.
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Background to the study cannot be treated withtyevit should discuss all the variables in the
study and shed light on the problems and its nature

Purpose of the Study

This is just a simple statement of what the conoéryour research work is all about. It should
be stated in two or three sentences. It shouldeat lengthy affair but straight to the point.

Statement of the problem

The statement of the problem is usually a declaatiatement which you must make early at the
beginning of your research. This section definms yntention and brings your work into focus.
It clarifies outlines and limits the problem areBhus, it must be good, clear, concise and stated
early in the proposal.

You should avoid bringing elements of the backgtbtmthe study into this section or attempt to
justify the work by stressing its significance heré\ sentence or two should do the job
adequately, e.g.

This study sought to:

“determine the extend to which the mother tonguerfares with the learning of English
Language in schools”

Significance of the Study

Researches are not trivial or superficial endeaouryou should be able to justify the
importance of your study in terms of its implicasoor possible applications to the general
practice of education.

The emphasis in this section is on the benefith®fstudy to educational theory or practitioners.
All the stated hypotheses and research questionsidsipoint to this direction. You should
therefore ensure that your study can increase leuye, solve problems and answer some
thorny questions in the field of education. In iéidd, it should afford other researchers the
opportunity to delve further in the particular area

Operational Definition of Terms

It is not everybody that will come in contact witbur work that will be familiar with the areas
of study. You should therefore define terms ancepts as you used them in the study.

All un-usual terms must be defined to avoid thamly misinterpreted. All variables, terms or

methods of obtaining data that are subject to auityignust equally be defined. You should try
as much as possible to define them in your own wardl as you used them in your study.
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Assumption

You may assume certain facts in the course of yesearch. These must be clearly stated.
There are certain facts also you may believe butiwyou cannot verify. There is need to state
them as this will strengthen the basis for youestigation.

Limitations

The research or is often confronted with a numbiecanstraints during the course of an
investigation. These are often beyond his/her robnt They may place restrictions on the
conclusions of the work or their applications imet situations. There are myriads of them
ranging from Physical, Human, Financial, admintste policies to invalidated data gathering
instruments, time and sampling technique. Thesédiions should be clearly and concisely
stated as they affect your study.

Delimitations

Your study must have boundaries in terms of sam@dables, time, subject matter, location
and variable matching. Delimitations show the gcop your investigation and the extent to
which conclusions can be extended in terms of samgriable and subject matter. It is
important you state the scope of your study veeardy.

1 REVIEW OF RELATED LITERATURE
Theoretical Framework

This may as well be a major part of the reviewedhted literature. Its main purpose is to
hinge your study to an existing theory in educatiddardly is there any study that is
completely new. A background theory gives basis/éur study. There are a number of
theories to which you can link your studies i.euter, Piaget, Gagne, Deurtsch etc.

The theoretical framework sets the theoretical baisthe research.

The other parts of the review of Literature oftetate the current research to what had
gone before it. When the writings of recognizethatities and previous research are
summarized and presented, it lays credence toatttettiat the researcher knows much
about the current research in terms of what is knamd unknown about the subject.

Best and Kahn (1980) stated that “citing studiest $how substantial agreement and
those that seem to present conflicting conclusitredps to sharpen and define
understanding of existing knowledge in the probbkmea, provides a background for the
research project, and makes the reader aware stahes of the issue.” It is advised that
parading a long list of annotated studies relatingthe problem is ineffective and

inappropriate. Only those studies that are planelgvant, competently executed and
clearly reported should be included.
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Best and Kahn (1980) further advised that the rekea should note certain important
elements:

Reports of studies of closely related problems liaat been investigated

Design of the study including procedures employed data-gathering instruments
used

Populations that were sampled and sampling metéogigoyed

Variables that were defined

Extraneous variables that could have affectedititirigs

Faults that could have been avoided

Recommendations for further research

N

NoOokow

Thus, the review of literature is a valuable guiolelefining the problem, recognizing its
significance, suggesting promising data-gatheriagiaks, appropriate study design and
sources of data.

It is always good to present the review in topiftain as the previous studies can be
better organized. It is also better to paraphras=d works rather than assembling
paragraphs upon paragraphs of quotations. Thestdion of the review of related

literature should be an appraisal of the reviewtstdture. This in essence is a brief
summary of the whole literature showing its congaes with the present study. The
findings and their implications will be discussethe gaps presently existing in what had
been reviewed about the topic will be pointed cud how this leads to the problems at
hand.

RESEACH QUESTIONS AND/OR HYPOTHESIS

The problem of the research, which had earlier bgemerally stated, is now made
specific through Research Questions or ResearcltHgpis.

The formulation of hypothesis clarifies further thature of the problem and the logic
underlying the investigation. Hypothesis also gieection to the data-gathering
process.

Research Hypothesis is a tentative answer to tlestiqun being investigated. It is an
informed or educated guess or lunch that is baped prior research to be subjected to
the process of verification or disconfirmation Hypesis are often stated in“Aull
form” since it is the null hypothesis that will be subgel to statistical test. However, at
this stage, they could be stated in the research $o that you can give a clearer picture
of the intent of your study and to show the antitgal relationships between the variables
in your study.

You should try as much as possible to include therational definition of each element

within the hypothesis otherwise you may need toe gdefinitions and stipulations
required to do this separately.
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Of necessity, hypothesis must be formulated befda¢a gathering so that your
investigation will not be biased.

The characteristics of a good hypothesis are tisdiauld be

- reasonable

- consistent with known facts or theories

- stated in such a way that it can be tested anddféarbe probably true or probable
false

- stated in the simple possible terms

Data Collection

The data must be collected carefully to ensureqitality. Bias and error must be avoided.
Again, there is the need to plan before data didleds commenced. How the data will be
organized and presented should have been determined

The use of tables, figures and charts are essambagjanizing and summarizing data.

Data Analysis

The type of design used for the study is a poitdetthe statistical techniques that could be used.
This also depends on the type of hypothesis andyihe of data (normal, ordinal, interval or

ratio).

The various statistical procedures are not discusséhis text but will be given in another. You
should lay your hand on a good book on Educatistadistics.

However, the table below illustrates the statistiest could be used for various purposes, with
different types of data and for specific purpose.

Table 1: Descriptive Statistics
PURPOSE OF THE STATISTICS
) 2 ©)
Central Variability Location
Tendency
Type  of
Scale  of| One More than| One More Than| One Group More than
Dependent| Group One group | Group One Group One Group
Variable
Difference | Standard | Difference | z-score, t- Difference
between | deviation | between | score or othef between  an
Means or Standard | standard individual’s
Variance | deviations | scores standard score
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Interval Mean or in more than
Variables one
distribution
Difference | Quartile | Difference | Percentile Difference
between | deviation | between | tank* between  an
Medians quartile individual’s
Ordinal Median deviation percentile
rank in more
than one
distribution
Difference Difference | Label or Label of
Nominal Mode between | Range between | Categorizatiorn Categorization
Modes ranges
(4) ) (6)
Correlation Subsets I nteraction
Type of
Scale of| One Group | More than| One More Than| One Group | More than
Dependent One group | Group One Group One Group
Variable
Difference Difference | Difference
in Pearson between in observed
rs for same observed | interaction
Interval Pearson rs | variables in cell means among
two groups and groups
expected
cell means
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in factorial
ANOVA
(observed
interaction)
Spearman | Difference
rho or|in
Ordinal Kendall's | Spearman
W rhos for
same
variables in
two groups
Point Difference Difference | Differences| Differences
Nominal besirial in point | Proportion | in between in observed
correlation*| biserial or proportion | observed | interaction
correlations| percentage| or cell among
for same percentage | frequencies| groups
variables in and
two groups expected
cell
frequencies

* This statistic is not described in this text loo&y be found in any number of statistics

texts.
Table 2: Inferential Statistics
PURPOSE OF THE STATISTICS
(1) 2 (©)

Central Variability Location
Tendency

Type  of

Scale  of| One More than| One More Than| One Group | More than
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Dependent| Group One group| Group One Group One Grou
Variable
Bartlett’s
test* ort-test
Standard | t-test or for Standard Standard
Interval error  of | one-way homogeneity error of | error of
the mean | ANOVA of measurement measuremen
variance;*
F-max*
statistics
Median
Standard | test, sign
Ordinal error  of| test,*
median* | Kruskal-
Wallis one-
way
ANOVA, *
or
Friedman’s
test*
Nominal
Table 2.1 (Cont.)
(4) ©) (6)
Correlation Subsets I nteraction
Type  of
Scale  off One Group More than| One More One Group | More than
Dependent One group Group Than One Group
Variable One
Group
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t-test Fisher’s
t-test for| z F-test for| F-test for
Fisher’s z | transformation multifactor | multifactor
Interval transformation ANOVA ANOVA
or F-test for
linearity*
Test for
Spearman’s
Ordinal Rho or
Kendall’'s W*
Chi-square o Chi- Chi- Chi-square
test for square of square of Information| test for
significance Fisher's | Fisher's | theory A* | information
of point| Cochran’sQ* | exact exact theory A*
Nominal biserial* test* test*

*These statistics are not described in this textrbay be found in any number of statistics texts
or later modules to be developed.

Source: Donald Ary et al (1979) Introduction toga<h in education.
f. Expected End-Product

This should include preliminary reports of findinggsriodically during the project, and a
final report.

Personnel

Provide name, title and a brief statement of tlseaech experience of the principal investigator
and of the other key personnel involved if possible

Facilities

Indicate special facilities and similar advantagesuding research staff and resources available
to the organization.

Other Information
Indicate other information pertinent to the propaseluding the following:
a. extent of agreed cooperation in project by agenailesse support is necessary for the

successful accomplishment of objectives, includmesm and titles of officials of such
agencies giving assurance of cooperation. For pbgrm a training — research project,
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cooperation of State Ministry of Education may b&lvto the success of the Project
(Aina, 1994).

b. amount of financial or other support availabletfas project from other sources.

c. whether this proposal has been or will be submittedny other agency or organization
for financial support.

d. whether this proposal is an extension or an additica previous project supported by the
Ministry of Labour or other government agency.

e. whether this project or a similar one was previpusibmitted to the Department of
Labour or other government agency.

Appendix

This is the last part of a research project repdfaterials which are related to the report and
which can be referred to for greater detail butochhare unsuitable for inclusion into the main
body report; are usually placed n the appendixchSuaterials are the instrument used for data
collection, raw data such as a list of school ukedthe study, letters of introduction, etc.
(Koleoso, 1999).

ACTIVITY II

1. What steps will you take to write a proposal oesearch topic of your choice?
State these steps.

4.0CONCLUSION
In this unit you have seen the components of aarebeproposal. It is now left for you to
make it part of you as you are going to be makisg af it even after your progamme here. It
is the first thing your project supervisor will agéu to bring when your topic is approved to
know if you are sure of what you want to do.

5.0 SUMMARY

In this unit you went through the components oésearch proposal in which you found out that
a research proposal has the following componemabstract, introduction with its sub
components, methodology with its sub componentdgét) expected end out come, time frame
and appendices.

6.0 TUTOR MARKED ASSESSMENT
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Choose a researchable topic in your area of sjegti@n and develop a research proposal on the
topic.

7.0 references

MODULE 2: RESEARCH DESIGNS AND INSTRUMENTS

Unit 1 Historical and Descriptive survey research

Unit 2 Causal comparative and correlational gsidi

Unit 3 Experimental research designs.

Unit 4 Research instrument: Questionnaire.

Unit5 Observation, interviews ,and other datéection technique.
UNIT 1 HISTORICA L AND DESCRIPTIVE SURVEY RESEARC
CONTENTS

1.0 Introduction
2.0 Objectives
3.0 Main content
3.1 Types of Educational research design
3.2 Historical research design, definition and purpose
3.2.1 Basic characteristics
3.2.2 Application
3.2.3 Limitation
3.2.4 Examples
3.3 Descriptive research design
3.3.1 Purpose of research design
3.3.2 Basic characteristics of research design
3.3.3 Application of descriptive research design
3.3.4 Limitation of descriptive research design
3.3.5 Examples of descriptive research design
4.0 Conclusion

5.0 Summary
6.0 Tutor —Marked Assignment
7.0 References

1.0 INTRODUCTION

This unit is designed to give you insigtbinesearch designs which you can use to
do research in education. It explains the purploasic characteristics, application,
limitation and examples of both the historical aedcriptive survey research types.

2.0 OBJECTIVES

At the end of this unit, you should be able to
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¢ Classify research design into qualitative and qgtetivte studies

e Name the different types of educational researsigds

e State the purpose, characteristics, limitation examples of both the
historical and descriptive research designs.

e Apply historical and descriptive research designsalve problems

3.0 MAIN CONTENT
3.1 Types of educational research design

Educational research can be claskifieo broad areas namely; qualitative and
guantitative picture approach (Croswell, 1994). Quative research is an inquiry into a
social or human problem, based on testing a theamposed of variables measured with
number and analyzed with statistical proceduresder to determine whether the
predictive generalisation of the theory hold tMile qualitative study as an inquiry
process of understanding a social or human prolid@sed on building a complex,
holistic picture formed with words reporting degallviews of informants and conducted
in a natural setting (Leady 1995).

The main types of educational researchgdesare:

Historical research design
Descriptive research design

Causal comparative research design
Correlation research design
Experimental research design
Survey research design

Case study/Field research design

Nooh~wbE

3.2 HISTORICAL RESEARCH
This is the process of systematicallgmining past events to give an account of
what has happened in the past. The purpose igmsgit attempt to reconstruct the
significant events of the past through analysisflsgsis and verification.
3.2.1 The Basic characteristics of Historieseaarch include;

e Dependent on primary and secondary sources ofcgdegtion could be both
internally and external criticized.
e |tisrigorous, systematic and exhaustive.

3.2.2 Application and examples of HistoricasBarch Design includes:
e A proper grasp of historical research will helprirproving upon some
educational practices that have historical.
e Historical reports help us in shaping such prasticesuit the present and the
future.

71



e They also help us to appreciate the historicalexrf great educationist and
their theories

e They can also help us to uncover the works of perisame “hidden”
educational giants in our setting.

Examples:

1. Development of secondary education in Nigeria.
2. The impact of the missionaries on the Nigerian atlanal system before
independence.

% SELF ASSESSMENT EXERCISE
1. Name the two broad approaches to research.
2. What type of research method is involved in thetidouations of Alvan Ikoku to the
development of Nigerian education?

3.2.3 Limitations of historical Research Design
1. Non-availability or insufficient quantity of priany data.
2. Inconsistency in policy makin
3. Articles of events are pargly subjected to distortions either through
Careless reporting or emhas the sentimental with a corresponding
Disregard for the truth.

4. Manuscripts are frequentlijsated to so many editorial changes.

3.3 Descriptive research design

These are the studies which aim at coligatiata on and describing in a system
manner. Such studies include; observation studgsslation research, developmental
designs and surveying research.

3.3.1 Purpose and Basic characteristics otims/e research
The purpose is systematic attempleiscribe the characteristics of a given
population or areas of interest factually.
Basic characteristics of Descriptiveeggsh include:

1. Involves large sample to measure meaningful desmnip
2. Requires empirical evidences through data gathgniogesses, which may involve
hypothesis testing.

3.3.2  Application of Descriptive Research Dasigcludes:
1. Used in describing the incidencd aat interested in testing for any
hypothesis.
2. Used in collecting data and describing san@esystematic manner.
3. ltisinteresting in the chamdtic features or fact about a given population.
4. Itis used to collect relevarfbrmation about the status of some aspect of
life.
5. Used to describe certain vagalh relation to the population.
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6. Used in description of eventresy are.
7. To make specific prediction.

3.3.3 Limitation and examples of descriptive egsk design
Limitations are:
1..No informed consent

2 . It cannot identify cause with all variablegggnt because setting is completely
natural

3. Usually rely on convenient samples.

4. Mostly qualitative data and verbal desaipbased on visual observation, and so
may lack precision, accuracy and not very sensitive
5. Takes a long time and thereby a lot are thraway

Examples are:

1. Factors influencing students’ poor performancethéphysical sciences.
2. Laboratory management and safety in Nigeria pastgry institution.

4.0 Conclusion
In this unit, you have been exposed to types otational research design and
their classification into qualitative approachesu¥have also the purpose

characteristics, application, limitation and exaespbf both the Historical and
descriptive research design

5.0 Summary

You have been introduced into educatioesearch designs by discussing its

classifications and examples. You have also lesvout Historical and Descriptive research
designs with their applications.

6.0 Tutor-Marked Assignment

1. What is a Historical research design?
2. Explain four applications each for Historical arekdriptive research design.

7.0 References

Daramola, S.O. (2006). Research and statisticadtadstin education. Bamitex printing and
publishing. Page 7-8.

Otuka, J.O. (2004). Educational Reseach method.

Creswell, J. W. (1994). Research Designs: Qualgaand Quantitative  Approaches.Thousand
Oaks.

Leedy, P .D. (1997).Practical Research: Plannmth@esign (Sixth Edition). New Jersey:
Merril, 103-110.
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2.0 Objectives
3.0 Main Content

3.1 Definition and purpose of causal compaeatesearch design
3.1.2 Basic characteristics of causal comparatgearch design.
3.1.3 Limitation of causal design comparative regedesign.
3.1.4 Examples of comparative research
3.2 Correlation studies
3.2.1 Purpose and basic characteristics of cowelatudies
3.2.2 Application and Limitation of correlation dtas
3.2.3 Examples of correlation studies
4.0 Conclusion
5.0 Summary
6.0 Tutor-marked Assignment
7.0 References
1.0 Introduction
In the previous unit we discussed the $ypieeducational research design with particular
emphasis on historical and descriptive surveyamese In this unit emphasis shall shift to other
types that have been found very useful in educatigsearch designs. These include causal
comparative and correlation studies.
2.0 Objectives
At the end of this unit, you should béedo:

o Define and state the purpose of both the causapamative and correlation
studies.

o Give the characteristics of causal comparativecamcklation studies.

o Explain the limitations and application of both daisal comparative and

correlation studies.

3.0 Main Content
3.1  Causal comparative research design apdiifsose:

Causal comparative research is a relsehat attempts to determine reasons or cause for
the existing condition. That is it attempts to det@e the cause or reason for pre-existing
differences in groups of individual.

The purpose:

1. Starting with an effect and seeking possible causes
2. Attempt to identify cause-effect relationship

3.1.2 Basic characteristic of causal compaeatudies are:

1. It typically involves two (or more) groups and dndependent variable.
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It involves comparison.
It is inconclusive and lead to management actianif) the findings from one
can be used to develop hypothesis for the other.

wn

4, It is concern with learning “why? That is, how oregiable affect another.

5. It is also known as Ex-post factor research design.

6.  The researcher usually has no control over thablas of interest and therefore
cannot manipulate them.

7. It is used in conclusion of a final solution of experiment or study.

3.1.3 Limitations

Lack of control over independent variables.
Difficulty in ascertaining that the relevant caufsadtors are actually included
among many factors under study.

e The use of this approach is complicated by thetfeadtno single factor is the
cause of an event, rather a combination and irtteraof factors goes together
under certain conditions to produce a given event.

e A particular outcome may not only result from a tiplication of factors, but
that an event may be by one factor in one instandeby another factor at another
instance.

e  When a relationship has been discovered betweenawables, there is the
problem of deciding which is the cause and whidhéseffect, and the possibility
of reverse causation has to be considered.

e  Comparative studies in natural situation do naivalfandom selection of
subjects.

° The fact that two variables are related does rtabésh a cause and effect
relationship.

e  This approach often bases its conclusion on linstadple or a number of
occurrences.

Examples of causal comparative research design

1. The influence of gender on students’ performancghool certificate
examination in Nigeria.

3.14 Application and importance of caal comparative
Application:

e Where the variables involved in the study do nodlthemselves to
experimental manipulation.
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3.2

e Where direct control cannot be exercised by ingasithn.
Importance:

e |t yields useful information concerning the natafgghenomena, that is,
what goes with what, under what conditions, in wdejuence or patterns
and the like.

Correlation studies

A correlation study determines whethenairtwo variables are correlated. It
is a study which shows whether an increase or dser, one corresponds to an
increase or decrease in the other variable. Thatissa measure of association
between two variables and secondly the descrigtiane variable as a function of
another variable.

If the two sets of value can be linearly relatée, resulting correlation is proportional.

The slope of the regression line is indicativehaf $trength of correlation, and where the
correlation is strongly positive or strongly negatthe regression line is close to the 45 degree
slope, and if there is a very low correlation rtiiee line will be nearly horizontal.Squaring the
correlation coefficient one arrives at the coeéiti of determination, which represents the
proportion of common variation in the two variables

3.2.1

3.2.2

Types of Correlation

1. Linear Correlation (Bivariate correlation): Thisagype of correlation which
expresses how two variables are linearly correlated

2. Serial Correlation: This is a method chosen in klmgcthe randomness of data
obtained by sampling.

3. Multiple Correlation: This is a type of correlatiemployed when the number
of observations is more than two factors. It algasures the magnitude of the
relationship between criterion variable and sonmal@oation of product
variables.
4.Curvilinear Correlation: This method is used wvide variation of the
actual observations about the fitted linear graphmay be difficult to detect
such non-linearity, yet the location of the fitieéte or graph may depend
appreciably upon an essentially arbitrary assumglmout the nature of the
curve.

5.Partial Correlation: It shows the net relatiopsbetween each independent,
variable and the dependent variable.

Application of Correlation Research [gesi

1. Correlation research helps us to find out whetverdr more variables have
relationship or not.
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. It helps us to find out if two or more variableg amterrelated.

.Itis used to test for a lack of randomness ineseoif sample values taken
overtime.

.It is used to determine whether there exist cytlicaperties in a sequence of
observations.

5.1t can be used to determine and or handle any nuoflzausal factors.

6. It is preliminary tool of investigation.

7.1t is used in solving problems related to time data

8.1t is used to predict value of variables when tarigs of other variables are

known.

It helps in drawing conclusion and inferences.

3.2.3 Limitations and examples:

Limitations:
e It does not establish cause and effect relationseipeen variables.
¢ It breaks down complex relationship into simple poments.

W N

N

©

Examples:

1. Relationship between attitudes to science achieseme
2. The relationship of intelligence in school with tipades in Mathematics
and grades in English (example of multiple correlgt

4.0 Conclusion
In this unit, you have learnt that causahparative research attempts to
determine the cause for pre-existing differencgroups of individual and know
when two variables are correlated.

3.2 Summary
In this unit, you have been exposed to the foll@yin

Definition and the purpose of causal comparative
Characteristics of causal comparative

Correlation studies and its characteristics

Limitations of causal comparative and correlatibrdges.
Tutor marked assignment

Discuss the causal comparative studies and ssdienitations.

aghnNE
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1.0 INTRODUCTION
Experimental research design has a special plassaarch design. It
enables researchers to maintain control over etibfa that may affect the
result of an experiment. It make use of randomirasind the
manipulation of variables which is not possiblany other design.

2.0 OBJECTIVES
At the end of this unit, you should be alole t
Define an experimental research design
State the purpose and characteristics of an expatahresearch
Explain the limitations of an experimental research
Identify examples of an experimental research.

3.0 MAIN CONTENT
3.1 Experimédm&search design
In an experimental research design, you have t®the following:-

». The blueprint of the procedure that enablesékearcher test his
hypothesis by reaching valid conclusions aboutigahips
between independent and dependent variables.

» . Experimental research finds out the effect ohipalating some
process variables by providing various treatmenttlatter
compare with an interested group called the comralp.

» The three variables to be taken into consideratiban
conducting experimental research are dependent (X),
independent (Y) and intervening variables.

Purpose of Experimental Resk:

e |t attempts to discover relations among variableden “"pure” and
uncontaminated conditions.
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e |t tests hypothesis derived from theories and father previous
studies.

e It builds credible theoretical systems throughpghecesses of
hypotheses testing; refinement of theories, fortmeof new
hypotheses related to other experimentally tesypdtheses.

3.1.2 Basics of Exmental Research:

e The experiment has complete control on the martijpuaf the
independent variables (i.e. the causal variables).

e The researcher has the control over the eliminatf@xtraneous
influence which may affect the result of the expemmnt.

e . A high degree of specificity may be achievedtatiag the
operational definitions of the major variables &ibvolved in the
experiment

¢ Result of experimental research: are precise andettearch is
susceptible to reliability in variance terms, theevariance.

e As aresult of controlled manipulation, preciseoliatory results
are achieved.

3.1.3 Steps in Expemntal Research
Below are some systematic steps involved in exyantal research

1. Identify and define the problem in such a way thatvariables under

study and their relationship are clearly stated.

Carry out literature review relating to the problem

Formulate the research hypothesis, which includiicieg the

consequences of the relationship between or anfengdriables.

4. Construction of the experimental plan of the study

5. Assignment of the subjects to group and subsequanthssignment
of experimental treatments to groups.

6. Construct and validate instrument to measure theoae of the
experiment.

7. Outline the procedure for collecting the data.

8. Conduct a pilot study to perfect the instrumendesign.

9. State the outline or statistical or null hypothesis

10. Carry out the conduct of the experiment.

11. Reduce the raw data in a manner that will prodbedbest appraisal of
the effect which is presumed to exist.

wn

3.14 Limitations of ExperimenResearch

e Error variance cannot be totally eliminated
e Unlike other designs experimental research desigst be passed
through a vigorous session of manipulation.
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o There is
common threat to internal validity which can leachtbiguity in
the bid to control the error variance.

. There is
weakness of external validity, that is, the intéoacof selection

and treatment.
. Unlike other

research designs, experimental research desigrs aeed
appropriate control or comparison groups for effect
generalisation.

3.1.5 Examples of researchadyecs in experimental research
include:

1. The relative effects of discussion and lecture wds$ton students’
achievement in science.

2. The effect of teachers’ reprimand on the acadecheaements of anxious
students.

SELF ASSESSMENT EXERCISE 1

la) Define experimental research.
b) List five steps involveddonducting an experimental study.
c) List four limitations ohaxperimental research.

4.0 CONCLUSION
In this unit, you have been exposetthéoposition an experimental
research design unlike the other designs; it neegdass through vigorous
session of manipulation. Despite its limitations,roles in social science and
in educational studies are so numerous.
5.0 SUMMARY
In this unit,

¢ We have looked at the definition of experimentakaach design.

¢ \We have also looked at the purpose, characteristiddimitations of an
experimental research.

¢ You have also learnt about the steps in experirhesdaarch.

6.0 TUTOR-MARKED ASSIGNMENT
1. Define experimental resha
2. List the steps invadvin conducting an experimental study.
3. State four purposkaroexperimental research

7.0 References
James, P. (1997). Experimental research and ddRegrieved
10"December,2012.Fromhttp:/www.okstate.edu/ag/agedtandtemic/aged598

a/59801.
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1.0 Introduction
In the last units, you were taught educationalaegedesigns. In this unit
you are going to study how to elicit informatioorn a respondent
though the use of a questionnaire, which is an gkaof a research
instrument.

2.0 Objectives
At the end of the unit you should be able to:
e Describe what an instrumentation and instrumeeduncation research mean.
¢ Define questionnaire and list its types.
¢ State basic guide lines for designing and orgagiaiguestionnaire.

3.0 Instrumentation in education research:
The process of selecting or developing measuringcde for gathering desired data in
educational studies is described as a processiISRUMENTATION. The measuring
devices developed
through the process of instrumentation are kKNnOWREBSEARCH INSTRUMENTS

In executing studies in education, certain negeastruments and methods of
implementation of the instruments need to be cHyefelected in order to ensure the
gathering of reliable and valid data, the typeesfearch instruments to be used for
particular education studies under investigation.

Types of research instruments:
1.The questionnaire
2.Interview (face to face and by telephone)
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3.0bservational scales.
4.Psychometric and sociometric tests

3.1. The Questionnaire assgarch instrument

A questionnaire is a series of relevant questmrstatements
which are usually used to elicit information froespondents who
are normally drawn from the target population given study.
A questionnaire may contain either structured @tuctured
questionnaires. The structured questionnaire, wikerknown as
closed ended questionnaire has questions or statemeitems in
which alternative responses or options are provimethe
researcher for the respondent to select from;
Example of a structured item of a questionnaire
In a period of dwindling national economy, parestisuld be
responsible for paying the school fees of theirdsaat all levels
of education.

Alternative Responses Provided
A. Strongly agree

Bgree
Ondecided

D. Disagree
E .Strongly disagree.

An unstructured questionnaire or open-ergiezgstionnaire
is one in which pre-determined responses are mviged for
respondents to choose from, Example of an unsteatitem of a
questionnaire:

Questions: What do you consider to be the impboadf open
and distanceglarning on the future of a national economy?

SELF ASSESSMENT EXCECISE 1
List four research instruments and explain two $ype
questionnaire. There are two types of questionnaire

3.2.1 Basic Guidelines for Designing and Orgaga
Questionnaire, there are four basic guidelineslésigning and
organizing a questionnaire. These include:

e Introductory section of a questionnaire:
Educational research is to note that every queastioa should have an
introductory section which should give a descriptod what such investigation is
all about.
¢ Ordering of Questionnaire items;
in any form of questionnaire item preparatior iems should always begin
with simple items and examples of how to respontthécsimple items. It is
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advisable to begin Questionnaire items with singplestions or items before
delving into difficult items, and as much as poksibelated questions should
follow one another. If Questionnaire items areegatized, items in the same
category should be formulated in such a way tmailai items follow one after
the other.

e Types of Questionnaire Required for a given study:
Whenever an educational researcher decides ta Qgestionnaire as a research
tool, it is advisable to decide right from the begng, which form of the
Questionnaire items (structure or unstructured sjane to be used for the
investigation under study.

e Used of Language to formulate Questionnaire items:
Educational researchers are implored to write Qu@gaire items in simple and
unambiguous English or Language so that compreteasithe item does not
constitute problems for the intended respondents

4.0 Conclusion
From our discussion in this unit, you have le&m to design and elicit
information (data) for research using Questionnié@nms Questionnaire as an
instrument.

5.0 Summary
In this unit, you have been exposed to the follmyi
e Research instrumentation and instrument explanation
¢ Definition of questionnaire.
¢ Guidelines for designing and organizing a questiinen

6.0 Tutor-marking Assignment 1.
Distinguish between research instrumentation aséareh instrument.
2. Write short note on questionnaire as a resaastfument.
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1.0 INTRODUCTION
In the last unit, you learnt Research Instrumeoteéind research instruments. This
suggests that the present unit is part of the pusvunit. You are therefore advice to
always revise the last unit before you embark adyshg the present unit.
In this unit, you will be exposed to other resedrdtruments such as observation,
interview and other data collection techniques.

2.0 OBJECTIVES
At the end of the unit, you should be able to:
e Explain what an interview is, and its purpose.
State types of interview and their characteristics
Explain what observation is
State the characteristics of observation
Explain psychometric and sociometric test as reseiastruments

3.0 MAIN CONTENT
3.1 Interview technique andpitspose

Interview is a social relationship designe@xchange information between
respondent and interviewer. The quantity of infaioraexchanged depend on
how competent and creative the interviewer is aeustanding and managing
that relationship. The goal is to collect data only

The purpose of interviewing is to find outatlis on the elicits mind and to
assess the perspective of the persons being iewedi It is an instrument used
to gather information regarding an individual's expnce and knowledge, his
or her opinions, beliefs and feelings and demogcapdata.

3.1.2 Types of interview and their charactersst

No Types of Characteristics Strength Weaknesses
interview
1. Informal Questions Increases the Different
conversational | emerge from the salience and information
interview immediate relevance of collected from
context and are | questions; different
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asked in the
natural course o
things; there is
no
predeterminatior

interviews are built
[ on and emerge
from observations;

the interview can
be matched to

guestions. Less
systematic and
comprehensive
if certain

questions do not

of question individuals and arise
topics or circumstances. “naturally”.
wording Data
organisation
and analysis can
be difficult.
Interview guide| Topics and The outline Important and
approach issues to be increases the salient topics
covered are comprehensivenessmay be
specified in of the data and advertently
advance, in makes data omitted.
outline form; collection Interviewer
interview somewhat flexibility in
decides systematic for eachsequencing and
sequence and | respondent. wording
wording of Logical gaps in guestions can
guestions in the | data can be result in
course of the anticipated and substantially
interview. closed. Inter views| different
remain fairly responses from
conversational and different
situational. perspective,
thus reducing
the
comparability
of responses.
Standardised | The exact Respondents Little flexibility
open-ended wording and answer the same | in relating the
interview sequence of questions, thus interview to
guestions are | increasing particular

determined in
advance. All
interviewees are
asked the same
order basic
guestions in the
same order.
Questions are
worded in a
completely

open-ended

comparability or

responses; data af
complete for each

person on the

topics addressed i

the interview.
Reduces

interviewer effects

and bias when

several interviews

are used. Permits

individuals and
ecircumstances;
standardised
wording of
ngquestions may
constrain and
limit
naturalness and
relevance of
guestions and

answers.
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format.

evaluation users t
see and review the

instrumentation
used in the
evaluation.
Facilitates
organisation and
analysis of the
data.

4, Closed, fixed
response
interview

Questions and
response
categories are
determined in
advance.
Responses are
fixed,;
respondent
chooses from
among these
fixed responses.

Data analysis is

simple; responses

can be directly
compared and

readily aggregated

many questions
can be asked in
short time.

Respondents
must fit their
experiences ang
feelings into the
;researcher’s
categories; may
be perceived a
impersonal,
irrelevant, and
mechanistic.
Can distort
what
respondents
really mean or
experienced by
so completely
limiting their
response
choices.

)

Source: Patton, Qualitative Evaluation and Reselsietnods (¢ 1990), Table 7.1 pp. 288-289.
Used with permission of Sage Publication.

3.2 Observation technique and its charactesistic

In educational research, an observatitawdinique may be operational defined as a
process whereby individuals or groups of people’apenmissioned” to watch and
record the happenings of events or even study l@inaV patterns in settings of interest.
It has been the prevailing method of inquiring. @Wation continues to characterize all
research: experimental, descriptive and qualitative

Characteristics of a good observationudet

1. A carefully planned observation, in which obserseows what they are looking
for and what is relevant in a situation.
2. Observers are aware of the wholeness of what isrobd.
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3.2.1

3.2.2

3. Observers are objective.

4, Observers separate the facts from the interpretafidacts.

5. Observations are checked and verified, whenevesilplesby repetition or by
comparison with those of other competent observers.

6. Observations are carefully and expertly recorded.

Types and Uses of Observation technique.

Observations may be direct or inferential. Axservation is said to be direct when the
observer is involved in the first hand experienaiethe happenings of given situations.
But an observation is described as inferential wigsearcher draws inferences on the
basis of the observation report supplied by angtleeson or group of persons.

According to Okpala et al, Yoloye (1997), olvsional data could be useful in the
following;

e Measuring classroom process variables

e Measuring programme implementation

¢ Identifying difficulties in programme use

¢ Identifying changes introduced by teachers
¢ Indentifying typical instructional pathways
e Supplementing data from other sources.

Observational Rating Scale

When observations are systematically planoddlbow organized patterns, the
observations serve as measuring instruments. Sagdnational measurements are
usually described as observational rating scallestelare three major observational
rating scales namely:

i)  The category rating scale
i)  The numerical rating scale
lif)  The graphic rating scale

In the category rating scale, a magriable under consideration is broken into
categories from which an observer can choose toritbesthe characteristics of the
behaviours observed or the attributes of the objelsserved. For example suppose a
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researcher wishes to study the degree of studeatsctipation in given lesson. The
variable under consideration is students’ partiogra An observer may then be asked to
rate students’ participation in a given lesson sing this type of category item.

What is the degree of students’ participation ml#sson observed? (select only one

option).

A. Very Active

B. Active

C. Merely Active
D. Passive

E. Very passive

The numerical rating scales are a kind of measunemeavhich numerical strength is
given to different categories of the category isoale (see example above). For
instance, in the example on the degree of participanumbers like 4, 3, 2, 1,0 may
be assigned to very active, passive and very passspectively.

For quantitative analysis, the numericalngtscale is very useful when numbers
are assigned to categories; the measurementsatedras measures on interval
scales (i.e. computerization arising from numenatihg scales are treated under
parametric statistics and certain statistical sash as t-test; analyses of variance,
multiply regression analysis may be employed togam computations obtained for
different variables as a result of the use of therical rating scale.

While dealing with rating scales in observaél techniques; researchers are
implored to identify categories both verbally andnerically. i.e.,

Very Active 4
Active 3
Merely active 2
Passive 1
Very passive 0

Graphic rating scales are those construatesd bnd bars used to represent the
description of the different categories in raticglss.

SELF ASSESSMENT EXERCISE 1

Briefly discuss types and uses okobstion technique.

3.3 Psychometric and sociometric test asamre$ instruments:
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Psychometric tests are those “"pen and peéesit” designed to measure cognitive
levels of developments of individuals. Psychomeggts may be in form of Academic
Achievement tests, Quantitative and Verbal Aptigitests diagnostics tests.

Psychometric test used in educational reseasghbe adapted standardized tests or
researcher designed tests.

Sociometric tests are those tests designstilitty the level of attraction and repulsion
of members of a given group. Sociometric test itemy be in form of the example
given below.

1 With whom would you like to work, or play or siéxt to attend a party?
11) Name two members of your class you like best
In educational research, sociometric tests mayskd tor ;

a) Choice of people
b) Choice of lines of communication.

SELF ASSESSMENT EXERCISE 2
Discuss the numerical and graphic rating scale.
4.0 CONCLUSION

From our discussion in this unit, it is evidencldttinterview is a social relationship designed to
exchange information between respondent and iremrii. In addition, observation technique,
psychometric and sociometric tests are all reseasthuments used to collect data in
educational research.

5.0 SUMMARY

In the last two units (4 and 5), you were taughw @ obtain information (data) for educational
research. In unit 4, you have treated researchumsnnts and questionnaire. In unit 5, you learnt
about how interview, observation, psychometric sociometric techniques can be used in
research

6.0 TUTOR MARKED ASSIGNMENTS

1. State one purpose of conducting an interview.

2. Mention one characteristic of the interview guapproach.

3. Explain psychometric and sociometric testseasarch instruments.
7.0 REFERENCES

89



Okpala,P.N ,Onocha,C.0& Oyedeji,0.A(1993). .Measwrt and Evaluation in
Education. Jahu-Uzairue: Stirling-Horden publishi@ig)ltd 85-102

Daramola, S.0.(2006). .Research and statisticdtodstin Education. Bamitex printing
and publishing pg 32-35.

MODULE 3: RESEARCH POPULATION AND SAMPLING TECHNIQ UES

Unit 1: Concept of Population and sample

Unit: 2: Sampling Techniques: Probability and NawtRbility- Random and
Stratified sampling.

Unit 3: Cluster and Multi-stage sampling Techniques

Unit 4: Non-Probability sampling Techniques

Unit 5: Sample size and Sampling Errors

UNIT 1: CONCEPT OF POPULATION AND SAMPLE

CONTENTS
1.0 Introduction
2.0 Objectives
3.0 Main content
3.1 Population
3.2 Types of Population
3.3 Sample
4.0 Conclusion
5.0 Summary
6.0 Tutor-Marked Assignment
7.0 References /Further Readings

1.0 INTRODUCTION

Now that you are familiar with the research desigvailable to be used in
undertaking a research project, the next task ¢@m@® in before going into the research
proper is the identification of research particifsésubjects /respondents. These terms are
used inter changeably. Research subjects or resptsmdccording to Nwankwo (1984)
are participants being used for a research orastigation or experiments. The subjects
could be people, animals, institution, countri¢ates, specimens and so on. Researches
can be carried out on animate and inanimate objedisdepends on the area of
disciplines you have interest. Research subjeetsalted population.
In this unit we shall look at research subject®pen and distance learning education.
Before going into techniques for getting this pedpt us familiarize ourselves with basic
concepts of population and sample.
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2.0 OBJECTIVES
At the end of this unit, you should be able to
() Define population
(i) Enumerate types of population
(i) Distinguish between finite and infinite population
(iv) lllustrate with examples research sample.

3.0 MAIN CONTENT

3.1 POPULATION

Population of a research is the universe of sonseiyiof people or objects in
which the researcher is interested.
It is a large number of people living in a geogiapharea, e.g. a country state, local
government. Population in research transcends loeyeaple but includes events, animal
and objects which or who are members of the taofytte study. Population is limited to
a well defined group within which the researchdiilgs are focused Nworgu (1991)
stated that population is defined in such a way tha results of investigation are
generalizable unto it. For instance Mr. Okezie rdajine his population as all Junior
secondary school students in Abia state or all PEDfudents in National open
university of Nigeria. Any person that does notgess the characteristics defined is not
part of the population.

3.2 TYPES OF POPULATION
Population can be categorized into:
(i) Target Population
(ii) Accessible population
(i) Finite Population
(iv) Infinite Population.
Let us briefly look at them one by one.

Target population is all the members of a specifjgalip to which the research is
related while accessible population includes theleeents in the group within the reach
of the researcher. Take for example, target pojpmamay be Open and Distance
Learners in Kaduna State, if these are ODL studeititeén the reach of the researcher.

For finite and infinite population, when targetppdation has definite number of
elements that are countable it is said to be fiaige number of JSS3 students in Oyo
State. Whereas, if the population has indefinitenber of elements, it is said to be
infinite e.g. number of grasses in a field. Youoaleed to note that generalization is
more applicable validly to the accessible poputatizan they would apply to the target
population. The population should be such thatait provide the most authentic and
dependable data necessary for solving problems.

A researcher may decide to study entire populatioen:
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(i) He has a lot of time at his disposal
(i) The population of study is small — If a populatiowolves a very few people,
institutions, or other objects, it is better todstihe entire population.

(i) Adequate human and material resources are available
(iv) It is necessary to make a complete count of entmambers of the
population.

(v) When topics warrant the study of a specific group ssuch a group is
differentiated from any other group.

Also, a researcher may focus only on a portiorhefgopulation when

(i) Members of population of the study is large
(i) Human and material resources are inadequate
(i) Time for the study is limited.

The characteristics of a population are called patars. These include mea),(
median, range, variancesq) standard deviation o) , population correlation

coefficient (R ) and so on.
Self Assessment Exercise 1.1

1. Enumerate six research subjects you know
2. What is population?

3.3 SAMPLE

We now take a step further to examine sample. Haue bought a clothing
material before by taking its sample to the market supplier to bring a sample of
goods to be supplied? Such a sample representsrttiee cloth or goods in all
ramifications in terms of quality and other featur&o also as we have discussed,
population elements may be so large that the imgast requires to take a “handful”
called sample to undertake his study. A sample $snaller group or elements drawn
through a definite step from a defined populati@eneralization could be made and
references are drawn based on the observation. kdge obtained on the sample
should be transferred to entire population. Takengample of the population reduces
time and costs that would have been spent.
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Population Sample
Figure 1. Representation of population and sample

Therefore, form figure 1 you can infer that samigle subset of population that is
studied. For instance, Samples a, b and c are faianthe population frames of A,
B, and C respectively. All samples should represim population from which they
are drawn to avoid errors in the sampling. The nadijective of sample designing is
to keep sampling error at the lowest possible lesample characteristics are sample
mean X, sample variancejSsample standard deviation (s), sample standacdt e
(s), sample correlation (R ) and so on.

Self Assessment Exercise 1.2

—_

Distinguish between target and accessible population
2. Why should a sample be representative of its parent population?

3.3.1 NEED FOR SAMPLING :

e Large population can be conveniently covered.

e Time, money and energy is saved.

¢ Helpful when units of area are homogenous.

e Used when percentage accuracy is not required.

e Used when the data is unlimited.

2 ADVANTAGES AND DISADVANTAGES OF SAMPLING :

Advantages of Sampling :

» Economical : Manageable sample will reduce the cos comparism to entire
population.

> Increased speed : The processes in research, lik@llection of data, analysis
and Interpretation of data etc take less time withsamples than with the
population.

» Greater Scope : The handling of data is easier anthanageable when dealing
with a sample. You have comprehensive scope anéxlbility existing if you
are using a sample.

» Accuracy : Due to limited number and area of cowage, completeness and
accuracy is possible. The processing of data is m® accurately yielding
authentic results.

> Rapport : Better rapport is established with therespondents, which helps in
validity and reliability of the results.

Disadvantages of Sampling :
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+ Biasness : Chances of biased selection leadingetooneous conclusions
are possible. Bias in the sample may be as a resof faulty method of
selection of individuals or the nature of phenomenwitself.

+ Selection of true representative sample : Where hé problem under
consideration is of a complex nature, it may be difcult to select a true
representative sample, this will affect the resultswhich is not going be
accurate.

+ Need for specialized knowledge : The researcher eds knowledge,
training and experience in sampling technique, statical analysis and
calculation of probable error. Not having them maylead to serious
mistakes.

+ changeability of units : If the units of a populaton are not
homogeneous, the sampling technique will be unscigic. At times,
all the individuals may not be accessible or may bencooperative. In
such a case, they have to be replaced. This intnaces a change in the
subjects to be studied.

+ Impossibility of sampling : Sometimes populations too small or too
heterogeneous to select a representative samplen duch cases ‘census
study’ is the alternative (Information about each nember of the
population) Sampling error also comes because of gectation of high
standard of accuracy.

3.3.3 CHARACTERISTICS OF A GOOD SAMPLE :
A good sample should possess the following charasgtics :
v A true representative of the population
v Free from error due to bias
v' Adequate in size for being reliable
v Units of sample should be independent and relevant
v Units of sample should be complete precise and wp date
v' Free from random sampling error
v Avoiding substituting the original sample for conenience.

40 CONCLUSION

You have learnt in this unit that you are to idBngrour target population and
select the sample when carrying out a research.wilbalso know that these conditions
at times warrant your using of the entire populativ is necessary to emphasise that if a
researcher fails to choose a sample that is nepr@sentative of the entire population, the
results of the investigation will be faulted. THere, the need for you to understand the
various sampling techniques you can employ to seample in the subsequent units.
Proper sampling enables the researcher to gereethbzfindings on the population.

5.0 SUMMARY
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In this unit, you have learnt that research subjesk participants used for a
research or an investigation you have come achespdpulation is universe of research
subjects that researcher is interested in. Fowastyyd population were also discussed and
the explanation of sample was given. The conditifmmsusing entire population or a
portion of the population were also discussed.

6.0 TUTOR MARKED ASSIGNMENT

1. Differentiate between population and sample

2. Mention three characteristics each populadioth sample

3 Explain with reason why a sample should beasgntative of population in
all ramifications.

Answers to Self Assessment Exercise 1.1

1. Six research subjects could be students, dogoats, schools, zones
and towns.
2. Population include all members or elementswek group.

Answers to Self Assessment Exercise 1.2
A sample should be a representative of its parepulation so as to make acceptable
generalization of the research findings on theufatjon.

7.0 REFERENCES/FURTHER READINGS
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Kirk, R.E. (1990). Statistical: An Introduction. o Worth: TX Holt, Rinehart and
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1.0 INTRODUCTION

In unit 1, we discussed the concepts populatiahssample. Population was seen
as the totality of the elements in a universe oiclvia research is focused. You will also
remember that we described sample as a sub-sbegidpulation on which the actual
research is carried out. Do not also forget ourleasjs on the fact that a sample must be
properly chosen so as to generalize the findingghenentire population. In order to
achieve this, it necessary to discuss various saqfgchniques that you can use to get
the required sample for your study. In this unig shall categorise sampling techniques
into two: probability and non-probability also discuss random and stratified sampling.

2.0 OBJECTIVES

At the end of this unit, you should be able to

¢ Define probability sampling
¢ lllustrate with examples non-probability sampling
e Explain random sampling
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Select sample using the table of random members

Differentiate between simple and systematic randampling

Explain stratified sampling techniques with exarmsple

State 2 advantages and disadvantages each dietraampling technique.

3.0 MAIN CONTENT

SAMPLING TECHNIQUES

Population and sample answer the question of whevloch in research but
guestion of how to get the sampling. Sampling tepies to be employed also depend on
the research design native of the problem, tygeypbtheses and research instruments.

Sampling therefore refers to taking a portion op@pulation or inverse as a
representative of that population for instance¢t@osl administrator who wants to find
out the feelings of the students on the new scphobty on discipline need not to go
through all forty classes in school but may randosdlect ten from each of the class
levels in school.

3.1 Probability and Non-probability Sampling
Sampling procedures are categorized into two:

i) Probability sampling
i) Non-probability sampling

Let us consider them one by one with the sampkegriiques under each.

3.1.1 Probability Sampling

Probability sampling procedure is any method of gang the use some forms of
random selection, to which, it involves the selmttof a sample from population based
on the principle of randomization or chance. Swthhiques affords every member of
the population equal likelihood or chance of beinguded in the sample. Probability
sampling is more complex, time consuming and co3ihere are several ways to select a
probabilistic sample. These availability or samfslame, how spread the population is,
how costly it is to survey members of populatiord drow users will analyze the data.
The goal of probability sampling is to put samplegors to bearest minimum and also
minimize the time and cost of conducting the inigzgton.

Probability sampling techniques are:

i) Random sampling (simple, systematic, table of nus)be
i) Stratified sampling

iii) Cluster sampling

iv) Multi-stage sampling
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Each of these would be looked at in more detagk|lat

3.1.2 Non-probability sampling method

Non-probability sampling is when the elements ideld in the sample are not
determined by chance. The researcher selects slanggling units using his own opinion
since elements are chosen arbitrarily. No assuresngi&/en that each item has a chance
of being included, making it impossible either tstimate sampling variability or to
identify possible bias. Also, there is no way ofamre the precision of the resulting
sample. However, probability sampling is useful whaescriptive comments about
sample are required. They are quick, inexpensivk @nvenient. Types of sampling
technique that fall into non-probability samplinga

i) Convenience sampling
i) Quota sampling

iif) Purposive sampling
iv) Panel sampling

3.2 RANDOM SAMPLING

Below examining random sampling, let us look attdren ‘random’. Random is
difficult to define. Literarily, it means haphazasess, accidental without aim or direction.
Events are at random if we cannot predict theicames. Randomness therefore, means
that there is no law, capable of being expressddnguage that correctly describes or
explains events and their outcomes. We cannot giredhether a coin tossed will be
heads or tails. Random sampling is the method ailvithg samples from a population
such that every possible sample of a particula s&s an equal chance of being selected.
Kerlinger and Lee (2001) also saw random samplsthat method of drawing a portion
(a sample) of a population of universe in whichreaember of the universe has an equal
chance of being selected. This definition is limitand not satisfactory. A better
definition is given by Kirk (1990) as a sample drnaat random is unbiased such that no
member of the population has more chance of baslegted than any other member.

3.2.1 Types of Random Sampling
Random sampling can be classified into two:

e Simple random sampling
e Systematic random sampling

Let us examine them each type of random sampliregogrone:

3.2.1.1 SIMPLE RANDOM SAMPLING

In simple random sampling, each member in the sarfpime (the population
under study) has equal and independent chanceing logcluded in the sample. This
method involves selecting at random frame the requnumber of subjects or elements
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for the sample. For example, chosen from a bagagung 309 balls by slipping hands
into the bag to pick a sample. The probability cdvidng each elements is 1/300. The
process of picking from a bag is called the ‘baloéthod or fishbowl technique.

Oredein identified four ways in which a random sémpay be drawn:

Tossing of the coin or throwing of the die

By means of lottery where each item in the popaleais represented by a piece of
paper. These are then thoroughly mixed up, ananglgaof appropriate size ‘n’ is
picked out at random without replacement.

By means of random number tables

Use of the computer

Using table of random numbers

Let us say we want to select a sample of 10 oli8okchools to be used in a

research, we take a list of the schools and numhieen from 1 to 58.

3 4 0 1 2 2 9 3 0 1

3 1 4 8 9 0 1 3 5 1

You can enter into the table through any colunay, ®lumns 3 and 4 to take the

first 10 numbers that fall within 1 to 58. The fimgould be 2 from column 3 and 1 from
column 4 to make 21, follow by 33, 47, 53, 20, 0,148, then from column 5 and 6, we
have 24, 22 and 07(7) from columns 7 and 8. Thezefchools number 21, 33, 47, 53,
20, 1, 48, 24, 22 and 7 are randomly selected sasgblools to be used for the study.
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3.2.2 STEPS IN SIMPLE RANDOM SAMPLING
Let us now put together the required steps tha nacessary for carrying out random
sampling. They are

1. Identify and define the population

2. Determine the desired sample size

3. List all members of population

4. Assign all individuals on the list a consecutivanter from zero to the required

number, say 01 to 20.

Select an arbitrary number in the table of randamiver (close your eyes and

point)

6. For the selected no, look at only the number oitsligssigned to each population
member e.g. if the population has 80 members ybureed to use the 2 digits

7. If the number corresponds to the number assignexhéoof the individual in the
population then that individual is in the sampleg.Bf a population had only 200
members and the number selected was 175, the dodivassigned 175 would be
in the sample. If a population had only 150 memfiten 175 would be ignored

8. Go to next number in the column and repeat steptil thhe desired number of
individuals has been selected for the sample.

o

3.21.2 SYSTEMATIC RANDOM SAMPLING

In systematic sampling, the investigator is awdréhe exact population (e.g. 200)
and he knows the sample size (e.g. 20). Using sydte sampling, divide the total
population by sample size (200/20) to get 10. Hasomes the basis for selection. List
the subjects of population in alphabetically andesing them. You select every 110
element of the population to get the 20 samples fifpe of method is easier and quicker

to apply.

Steps in systematic sampling
Systematic sampling involves the following steps:

Identify and define the population

Determine the desired sample size

Obtain a list of the population

Determine what K is equal to by dividing the siZdhe population by the desired
sample size

Start some random place in the population list.s€lgour eyes and stick your
fingers on a name

6. Start at that point, take every' kame on the list until the desired sample size is
reached

PwnE
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7. If the end of the list is reached before the dess@mple is reached, go back to the
top of the list.

Self Assessment Exercise 2.1

1. Explain the term ‘random’
2. Using the table of random of numbers presented in this text, select five samples
ranges from 8 to 50 that would be used for a research starting from column 5.

3.3  STRATIFIED SAMPLING

As you have been familiar with population, sanmgatel random sampling, another
type of probability sampling techniques we shaficdss in this unit are stratified and
multi-stage sampling. Let us take them one aftercther.

3.3.1 DESCRIPTION OF STRATIFIED SAMPLING

Some events are naturally grouped together, fomela dry and wet season
events, night and day, light and darkness, thing$and, water and air. Human beings
could also be grouped into male/female (sex), thimseural and urban (location)
muslims, Christians and tradition worshipers (iielig), public and private (school type)
and so on. Our knowledge of these groupings corthetéerm stratification. In stratified
sampling the researcher firstly divides the popaoitainto sub-groups or strata depending
on the number and type of sub-groups that exigtarpopulation and the objective of the
study. Then random samples are drawn from eactasffar instance, if the population
consists of 62% of men and 38% of women, a steatiiample of 100 participants would
contain 62 men and 38 women. The 62 men would leeteel randomly from available
group of men and 38 women would be randomly sedefttan the group of men. This is
proportionate stratified random sampling. When finigcedure is performed correctly it
is more superior to simple random sampling.

Let us take another example, in a population dd03¢he relative sizes and
proportions of the elements from various locatitnata (rural, semi-urban, urban are as
contained in table below:

Rural Semi-urban Urban Total
Size 500 1500 1000 3000
Proportion 10% 50% 40% 100%

The number or samples from each location is catedl thus if the researcher
wishes to draw a sample of 1000.
Rural = 10/100 x 1000 = 100
Semi-urban = 50/100 x 1000 = 500
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Urban = 40/100 x 1000 = 400

Total sample to drawn = 1000
Out of the population of 3000, the first thing tetekrmine is the proportion of the desired
sample size (i.e. 1000) in relation to the popatatand multiplies the size of each
stratum in the population by this proportion.
Disproportionate stratified random sampling is atialy the same as proportionate
random sampling except that in the proportionatedoan sampling, the relative
proportions of the strata in the sample do notespond to their relative proportions in
the population. Some strata may be over-repredemtander-represented in the sample.
This means that some strata will be assigned meightvand others weight than their
respective weights in the population; or that pexgive of their weights in the
population each stratum is assigned the same thing.

3.3.2 STEPS IN STRATIFIED SAMPLING

The steps in stratified sampling are similar tosthan random sampling except
that selection is from sub-goings in the populatiather than the population as a whole.
That is, random sampling is done more than ongg,dbne for each sub-group stratified
sampling involves the following steps.

1. Identify and define the population

2. Determine desired sample sixe

3. Identify the variable and subgroups (strata) foriolwhyou want to guarantee
approximate, equal representation

4. Classify all members of the population as membérsne of the identified sub-
groups

5. Randomly select an appropriate number of individu@h each of the subgroups,
appropriate in this case meaning an equal numbedofidual.

A stratified sampling approach is most effectivieew three conditions are met:

1. Variability within strata are minimized. There sitdd not be characteristic
difference among all the elements in the sameustratif there is any it must be
very little so as to give all members in that stratequal chance of being selected
after stratification.

2. Variability between strata are maximized. Onetstraneeds to be unique on its
own right. Characteristics of the elements in r@atetn A are different from
features of the elements in stratum B. Distinctess of each stratum is
emphasized.

The variables upon which the population is stradifiare strongly correlated with the
desired dependent variable.
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3.3.3 ADVANTAGES AND DISADVANTAGES OF STRATIFIED SA MPLING
TECHNIQUES

Advantages
Strengths of stratified random sampling:

- It ensures greater representativeness of the saslpteve to population

- It guarantees that minority section of the popolatire represented in the sample

- Reduction in sampling error permit greater balag@hstratified power of test of
difference between strata by sampling equal numfvers strata varying widely
in size.

Disadvantages

- Very difficult and time consuming

- Demands prior knowledge of the composition of thpylation
- Difficult if not impossible to attain

- Classification error cannot be ruled out

Self Assessment Exercise 2.2

Compute the sample elements from a population of 4,000 in each of the strata in the table
below if a sample of 2,500 is to be taken in the proportion stated

Zone A Zone B Zone C Zone D Total
Population Size 1500 800 1200 500 4000
Proportion 40 .20 .30 .10

Sample size

4.0 CONCLUSION

You have discovered from this unit that samplingags the taking of a portion of
a section of population to be used as a researbjectuframe. In random sampling
techniques, the researcher gives energy membéedgsdpulation equal chance of being
selected. Random sampling could take the form ofpk and systematic sampling
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techniques. Systematic random sampling relies esangement of target population
according to some ordering and then selecting el&ésnat regular interval through that
ordered list. In stratified sampling techniqueg plopulation is organized into categories
called ‘strata’ which is sampled as an independs&umb-population, out of which
individual elements can be randomly selected.

50 SUMMARY

In this unit, we have learnt that sampling techegjcould be probabilistic or non-
probabilistic. Random and stratified sampling teghas were also discussed using
specific examples. It was emphasized that strdtiBampling is usually inculcating
random sampling before the final sample are chosen.

Answer to Self Assessment Exercise 2.1

Probability sampling techniques minimizes samplangoprs, reduces time and cost and
gives equal right for each element to be chosen.

Answer to Self Assessment Exercise 2.2

Zone A Zone B Zone C Zone D Total
Population Size 1500 800 1200 500 4000
Proportion 40 .20 .30 10
Sample size 1000 500 750 250 250(

6.0 TUTOR-MARKED ASSESSMENT

1. What is probability sampling technique?

2. Give three examples of non-probability sampling

3. Explain the term random sampling

4. Distinguish between simple and systematic ransampling

5. How do you explain stratified sampling? Givexamples

6. Enumerate 2 advantages and 2 disadvantagesifiei sampling technique.
REFERENCES / FURTHER READINGS

Kerlinger, F.N. & Lee (2000) Foundations of Behaw&l Research. Australia: Thomson
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1.0 INTRODUCTION

In the last unit, we discussed probability sanglandom and stratified sampling
techniques. Random sampling was divided into singrld systematic while stratified
sampling was discussed with the conditions foeftectiveness. Cluster and multi-stage
sampling techniques are other probability sampteahniques will also be discussed in
this unit.

2.0 OBJECTIVES
At the end of this unit, you should be able to:

Explain cluster sampling

List the steps involved in cluster sampling

State two advantages and disadvantages each tdrctasnpling

Select desired sample from target population usiatii-staged sampling
lllustrate with examples cluster and multistage glamg methods

3.0 MAIN CONTENT

3.1 CLUSTER SAMPLING
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3.1.1 DESCRIPTION OF CLUSTER SAMPLING

Cluster sampling randomly selected groups, notviddals. All the members of
selected groups have similar characteristics. tast useful when the population is very
large or spread over a wide geographical area. ldogtion within which we find an
intact group of similar characteristics (populatiorembers) is cluster. Examples of
clusters include classrooms, market place, stailiya, hospitals, and department stores
and so on. Cluster sampling usually involves lesw tand expense and is generally
convenient. For example, it is easier to use ablldg)y SSIlI students in several classes
than several students in many classrooms or ihsgeeto use all the people in a limited
number of city blocks than a few people in many bibbcks. Cluster sampling is easier
than sample random or stratified sampling but rearédyg as good.

3.1.2 STEPS IN CLUSTER SAMPLING

1. Identify and define the population

2. Determine the desired sample size

3. ldentify and define a logical cluster

4. List all clusters that make up the population ofstérs

5. Estimate the average number of population memhmrslpster

6. Determine the number of cluster needed by dividing sample size by the
estimated size of a cluster

7. Randomly selected the needed number of clusters

8. Include all population members in each selectestetu

This sampling plan is a lot easier to apply wherdamge population or large

geographical area is to be covered. In a way, e@lustmpling method is related to
deliberate sampling because the investigator hasoreto believe that a particular
larger population would contain a greater numbeheftype of cases required for the
study. This sampling approach must combine othehoas of random selection for it
to be useful.

3.1.3 ADVANTAGES AND DISADVANTAGES OF CLUSTER SAMPL ING

Advantages

e More cost effective

¢ Allows flexibility since other forms of sampling clol be introduced at various
stages

e Automatic availability of large sample

Disadvantages

e Greater sampling error is associated
e Tendency of bias of the resultant sample
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¢ Difficult to control elements from one sample uimdm mixing up with elements
from another sample unit.

Self Assessment Exercise 3.1
How is cluster sampling different from stratifieanspling?

3.2 MULTI-STAGE SAMPLING

3.2.1 MULTI-STAGE SAMPLING: WHAT IT IS

Cluster sampling can be done in stages involvingcten of clusters within
clusters. For example, a state in a geographicad,zthen local governments in the state,
then schools in the local government and then iasss in the schools could be
randomly selected to sample classroom for a stlitlis process is called multi-stage
sampling. This is a complex form of cluster samplin which two or more levels of
units are embedded one in other. Using all the gaplpments in all the selected clusters
may be prohibitively expensive or not necessarg tHehnique is used frequently when a
complete list of all members of the population does exist and is inappropriate. The
first stage consists of constructing the clustbe till be used to sample from. In the
second stage, a sample of primary units is rand@mlgcted from each cluster. In the
following stages, in each of those selected clastadditional samples of units are
selected and so on. All individuals selected atlést step of this procedure are then
surveyed. This technique is essentially the proadstaking random subsamples of
preceding random samples. Also, to sample housdaholMigeria, first Nigeria can be
divided into states which are used as a sampleatdss States could be divided into local
government areas, and using as a sample framet aedample of local governments and
cities (towns) from selected Local Government Aré&& could carry on in this way
until we get down to the sample of households tmterviewed.

3.2.3 ADVANTAGES AND DISADVANTAGES OF MULTISTAGE SA MPLING
Advantages
o It reduces the large cost, time and energy assaCiatith traditional cluster
sampling
« convenience of finding the survey sample

« normally more accurate than cluster sampling fersame size sample
Disadvantages

e |tis prone to sampling error in each stage of dangp
e |tis not as accurate as simple random samplitfgeifample is the same size
e More testing is difficult to do

3.2.2 STEPS IN MULTI-STAGE SAMPLING
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oghkwnE

Identify and define the population
Determine the desired sample size
Divide the entire population into sample fraatdirst stage
At second stage, population unit are randormlgcted from selected cluster in (3)
From each of the selected cluster in (4) selrother sub-cluster for another stage
Randomly select needed number of clusters fubere the final sample would be
picked.

Self Assessment Exercise 3.2

With specific examples, illustrate how you would use multi-staged sampling technique.

4.0

CONCLUSION
It is evident from this unit that cluster samplireghnique utilizes the opportunity

of selecting groups of sample that have similaratigristics from a particular location.
It is easily applied to a large population. Alsouyhave learnt from this unit that multi-
staged sampling is a form of cluster sampling inciistages of selection are followed
before arriving at the final sample to be usedafstudy.

5.0

SUMMARY
The key points of this unit which must have effeely learnt are:

Cluster sampling is a form of probability sampling

Cluster sampling fosters possible selection of gsoof population in which data
collected on groups may avoid introduction of canda by isolating members
Multi-staged sampling can also make up probabgaynple by random at stages
and within groups

All complexity in form of sampling and standardas should be removed before
a researcher could successfully apply multi-stesgadpling method.

Answers to Self Assessment Exercise 3.1

In cluster sampling all the elements of the popoitaire concentrated in groups spread
over a wide area of geographical location e.g.tetlusf market women in Aba central
market while in stratified sampling there exist deoations by natural boundaries of the
elements of the population, that is those elemeat® the same characteristics e.g. rural
and urban, male and female etc.

Answers to Self Assessment Exercise 3.2
In multistage sampling, from the elements containedthe selected clusters, the
researcher randomly selects elements from eackecluUSonstructing the clusters is the
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first stage. Deciding what elements within the t@u$o use is the second stage. Random
selection of elements from the final cluster pratut¢he sample for the study. For
example, a researcher who wants to carry out dystm open and distance learning
students of National Open University of Nigeria kcbwse multistage sampling
procedures as shown in Figure 3.1 below

Nigeria

Select geopolitical zones from the country
A 4

Geopolitical zones

v Select states from selected geopolitical zones
State
l Select Study centres from the selected states
Study Centres
l Randomly select ODL Students from the sample
oDL
centres

6.0 TUTOR-MARKED ASSIGNMENT

1. Briefly explain the term cluster sampling

2. Enumerate steps that are involved in clustepsam

3. Select a sample of 1000 from target populatib@DL Nursing students in South-
west, Nigeria

4. Identify two advantages and disadvantages ehcluster sampling and multi-staged
sampling

7.0 REFERENCES/FURTHER READINGS
Kerlinger, F.N. & Lee (2000) Foundations of Behan& Research. Australia: Thomson
Learning Inc.
Nwana, O.C. (1990) Introduction to Educational Resk. |badan: Heinemann
Educational
Books (Nigeria) Limited
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1.0 INTRODUCTION

As was noted in units 1 and 2 of this module, sargptechniques could be
categorized into probability and non-probability. those units we discussed in detail
simple random, systematic, stratified, cluster andti-staged sampling as examples of
probability sampling techniques. In this unit tifere, we shall more on to discuss non-
probability sampling techniques

2.0 OBJECTIVES
At the end of this unit, you should be able to

¢ define purposive and quota sampling
¢ distinguish between accidental and panel sampling
e explain how to use quota sampling in obtaining damp

3.0 MAIN CONTENT

3.1 PURPOSIVE/ JUDGEMENTAL SAMPLING

In purposive sampling, specific elements which sfatisome predetermined
criteria are selected based on researcher’s judgerh® exercises this judgement in
relation to what he thinks will constitute a reemtiveness of such samples (Nworgu
1991). Purposive sampling sample is the one theglexted based on the knowledge of a
population and purpose of the study. The researpies sample that the met the
specific characteristics of the purpose of the wtiResearcher using purposive sampling
exercise his judgement in relation to what he thigknstitute a representative sample
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with respect to the research purpose. For instamteanvestigator might purposively
used all SSS2 students in his study because dbllbe/iing reasons:

(i) they have completed substantial aspects of théatsis
(i) They are more mature
(i)  They are not preparing for any external examination

3.1.1 ADVANTAGES AND DISADVANTAGES OF PURPOSIVE SAMPLING

Advantages

e ltis relatively cheaper and easier
e It ensures that only those elements those relestantents are included

Disadvantages

e Some limitation is imposed on any generalizatioaslen
e Itrequires a great deal of knowledge of the chtaretics of the population

3.2 QUOTA SAMPLING

Have you heard of quota system in Nigeria espgciallthe areas of admission
into federal institutions and employment into Fedlgovernment ministries? Each state
is given a place of admission or employment andotbetion is filled by those members
of the state and none else. Also, a researchertraitggure that specific elements will be
included in the sample having particular charasties of interest to him/her. Selected
individuals come to fill a quota by characteristig®portional to populations. When
guota sampling is involved, the data gatherergaen exact characteristics and quota of
persons to be used. He includes any category ofptpailation that is of particular
interest to him. For example, a research may wargample 25 working women with
children under the age of 16 or 30 working womethwio children under the age of 16.
When quota sample is used, people who are lesssibleeare under-represented.

There are two types of quota sampling:

i) Proportional
if) Non-proportional

In proportional quota sampling, the researcher svanot represent the major
characteristics of the population by sampling gprtonal amount of each. For instance,
if he knows the population has 40% boys and 60% gind he wants a total sample of
100, he will continue sampling until he gets thpsecentages and then stop.
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Non-proportional is less restrictive, the researdpecifies the minimum number
of sample unit he wants in each category. He iscoaterned with having numbers that
match the proportions in the population.

3.2.1 ADVANTAGES AND DISADVANTAGES OF PURPOSIVE SAMPLING
Advantage

e |t ensures selection of adequate number of subjétiisappropriate characteristics
Disadvantage

e It is not possible to prove that the sample is eespntative of designated
population

3.3 CONVENIENCE/VOLUNTEER/ACCIDENTAL SAMPLING

Convenience sampling is also referred to as actatlesampling and basically
involves including in the sample whoever happenbdavailable at that time or either
asking for volunteer. The only determining factare the researchers. Convenience and
economy in terms of money and time. For exampléelavision reporter who just
interviewed any person that comes his ways in digodar area is doing accidental
sampling. Also, suppose you want to study the &ffeness of study-habit training on
the achievement of ODL fresh students. You askvfdunteers from NOUN students
class and 60 students volunteer. Of course thegpa@respresentative of all new students.
They may be students who are not doing well acackdpibut wish that they were. If
you send a questionnaire to 200 randomly seleaeg@lp and ask the questions “how do
you feel about questionnaires; suppose 80 respoadddll 80 indicate that they love
guestionnaires. Should one then conclude thagtbap from which the sample was
selected loves questionnaire? No. The 120 whadidespond may not have done so
because they hate questionnaire.

3.4 PANEL SAMPLING

Panel sampling is the method of first selecting@ug of participants through a
random sampling method and then asking that gronpghe same information again
several times over a period of time. Thereforeheadject is given the same survey at
two or more points, each period of data collect®onalled a ‘wave’. It allows estimates
of changes in the population for example with rdgtr chronic illness of students to
study stress and to weak academic performance. mkihod could also be used to
inform researchers about within-person health chamye to age. This method is usually
used for longitudinal research in which a researchénterested in changes that happen
to the group over a period of time.

Self Assessment Exercise 4.1

Differentiate between quota and disproportionate stratified random sampling.




40 CONCLUSION

In this unit we discussed typical examples of nawbpbility sampling techniques
such as purposive, quota, accidental and panethmimvolve to a large extent non-
random selection of sample.

5.0 SUMMARY

This unit emphasized and explained various nongisihily sampling techniques.
We saw differential characteristics among the;

e Purposive sampling hand-pick subjects on the dspecific characteristics

e Quota sampling select sample as they come to fijuata by characteristics
proportional to the population

e Accidental or convenience sampling either ask faunteers or the consequence
of not all those selected finally participatingaoset of subjects who just happen to
be available.

e Panel sampling is the selection of a group of subjthat have desired traits and
using them over a period of time to examine chaojésterest in them.

Answer to Self Assessment Exercise 4.1

Quota sampling is a method of gathering represesatdata from a group. As opposed to
random sampling, quota sampling requires that sgmtative individuals are chosen out
of a specific subgroup. For example, a researchghtrask for a sample of 100 females,
or 100 individuals between the ages of 20-30 whiledisproportionate stratified
sampling the sizes of different groups may vary aatlrepresent the percentage of the
any particular group within the larger population.

6.0 TUTOR MARKED ASSIGNMENT

1. Define the following: (i) purposive sampling @uota sampling
2. With specific examples, explain accidental andwball sampling techniques
3. Differentiate between proportional and non-prtipnal quota

7.0 REFERENCES/FURTHER READING
Black, T.R. (1999). Doing Quantitative Researchtha Social Sciences. An Integrated
Approach

to Research Design, Measurement and Statisticsusbémal oaks, CA: SAGE
publications

Inc.
Gay, L.R. & Airasan, P.W. (2000). Educational Resh Competencies for Analysis and
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1.0 Introduction

Research findings are dependent, as much as [msseib the extent to which the
population of the study is defined and on the adegwand choice of the sampling procedure
used in the study. Since snowball sampling techleiguanother way sampling non-probability
sample, we shall discuss this concept in this unrelation to open and distance education so
that you will understand what it is meant and @ppreciate its importance.

2.0  Objectives
At the end of this unit, you should be able to:
e describe snowball sampling.

explain types of snowball sampling.

e List and explain advantages and disadvantagesosiftsadl sampling.
3.0  Main Content
3.1 Meaning of Snowball Sampling

Snowball sampling is a non-probability samplinght@ique that is used by researchers to
identify potential subjects in studies where sulsjeare hard to locate. It is also called chain
referral sampling.

Researchers use this sampling method if the safoiptee study is very rate or is limited
to a very small subgroup of the population. Thigetyof sampling technique works like chain
referral. After observing the initial subject, tresearcher asks for assistance from the subject to
help identify people with a similar trait of intste

The process of snowball sampling is much like rgkiour subjects to nominate another
person with the same trait as your next subjece fidsearcher then observes the nominated
subjects and continues in the same way until thaimibg sufficient number of subjects.

For example, if obtaining subjects for a studyt tvants to observe a rare disease, the
researcher may opt to use snowball sampling sine@l ibe difficult to obtain subjects, it is also
possible that the patients with the same disease aaupport group; being able to observe one
of the members as your initial subject will theadeyou to move subjects for the study.
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3.2  Types of Snowball Sampling
1. Linear snowball sampling

O

The chain is in straight form that is one subjet#ntified the other and the other

identifies the next subject.
2. Exponential non-discriminate snowball sampling

O
e

O
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VAN

This form is in branching formation. The first sedy identifies two subjects and those
two subjects identified two-two subjects each. Brenching continues till the required

numbers of subjects for the study is gotten.

3. Exponential discriminative-snowball sampling

Il O

o/
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This is in the form by which one subject identifiwdo subjects and one will fits in for
the purpose of research and the other will nahfitike it was depicted in the diagram.

3.3  Advantages and Disadvantages of Snowball Sanmgi
3.3.1 Advantages of Snowball Sampling

1. The chain referral process allows the reseafncheeach populations that are difficult to
sample when using other sampling methods.

2. The process is cheap, simple and cost efficient.

3. This sampling technique needed little planning éewer workforce compared to other

sampling techniques.

3.3.2 Disadvantages of Snowball Sampling

1. The research has little control over the samgphethod. The subjects that the researcher
can obtain rely mainly on the previous subjects$ Wexre observed.

2. Representativeness of the sample is not guanide researcher has no idea of the true
distribution of the population and of the sample.

3. Sampling bias is also a fear of researchers wisamg this sampling technique. Initial

subjects tend to nominate people that they knowl, vizelcause of this, it is highly

possible that the subjects share the same traitslzracteristics, thus, it is possible that
the sample that the researcher will obtain is oalysmall subgroup of the entire
population.

4.0 Conclusion

From this unit, you have seen that some populatwa are interested in studying can be
hard-to-reach/or hidden. These include populatisnsh as drug addicts, homeless people,
individuals with AIDS/HIV, prostitutes and so fortisuch populations can be hard-to-reach
and/or hidden because they exhibit some kind oifabatigma, illicit or illegal behaviours, or
other trait that makes them a typical and/or sbcmraarginalized. Snowball sampling is a non-
profitability based technique that can be usedaiao gccess to such populations.

5.0 Summary

In this unit, you have learnt that snowball samea non-profitability sampling
technique that is appropriate to use in researanvitie members of a population are difficult to
locate. A snowball sample is one in which the redea collects data on the dew members of
the target population he or she can locate, thé&nttasse individuals to provide information
needed to locate other members of that populatioonmwthey know.

Different types of snowball sampling techniqueg . Linear; 2. Exponential non-
discriminate and 3. Exponential discriminate sndivbare discussed. So also advantages and
disadvantages of snowball sampling technique wisigsed.
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.0 Tutor Marked Assignments

What is snowball sampling technique?

Explain the different types of snowball sampliaghnique.

What are the advantages and disadvantages wbaliGeampling techniques?

Identify at least four (4) research areas wharewball sampling technique will be
appropriate.

PP

7.0 References and Further Readings
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1.0 INTRODUCTION
We have mentioned sample size at pass in unds4lbut it needs to be discussed
in much more detail to really describe all thatassociated to it. Also, sampling is

affected by common errors that make its acceptalahd effective use. You will learn
some errors in research that could impede yourceffe sample in particular and
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research in general. You will also learn in thig# some considerations that are necessary
for result-oriented sampling process.

2.0 OBJECTIVES
At the end of this unit, you should be able to:

Explain the terms sample size

Mention factors that necessitate the choice odaample
Enumerate the criteria for chosen a sample

Compute adequate sample size from a population

Identify sampling errors

List non-sampling errors that can affect the qyalita research
Describe some considerations for effective sampling

3.0 MAIN CONTENT
3.1 SAMPLE SIZE
3.1.1 DESCRIPTION OF SAMPLE SIZE

Oredein (2004) defines sample size as the nuoflhamits in a sample. Nwankwo
(1984) had earlier conceptualized sample sizelasrg to the representativeness of the
sample to the population. But sample size alonéefims of number) does not constitute
representativeness. For example, it is better t@ lsarepresentative sample of 30 to a
population of 500, than to have a large unrepteser sample of 150 to a population of
500. The answers to the question of representasseof the sample size may be found
in a reasonable approximation of the value theareber is seeking to estimate and the
precision with which he wishes to estimate the etgrbvalue.

Another small samples have their own advantagesnasase studies, and
sometimes where complex techniques of evaluatielgatior (like role playing or
interview) yet it remains true that the larger #znple, the smaller the sampling error.
Therefore, it is always safer to increase the saraple whenever it is possible to do so.
The sample size is function of three factors;

(i) Maximum allowable sampling effort

(i) The number of standard error units associated with level of confidence
specified.

(i) The standard deviation of the population paramaftére trait of interest.

3.1.2 CRITERIA FOR CHOSEN A SAMPLE

Akuezuilo (2002) emphasized that the following téms should be put into
consideration before a sample size is chosen:
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(i) The larger the sample size the smaller the magaitidampling error.

(i) Non-experimental studies should have the magnitidampling error.

(i) When sample groups are to be subdivided into smalteups to be
compared, the researcher initially should seleambugh samples so that the
subgroups are of adequate size for his or her getpo

(iv) In mailed questionnaire studies, because the pegerof responses may
be as low as 20 to 30 percent, a large initial $ammailing is indicated.

(v) Availability of subjects and cost of sampling exsecwill also help to determine
the sample size.

3.1.3 FACTORS NECESSARY FOR LARGE SAMPLE SIZE
Large sample size might be necessary due to tleioly factors:

1. A large number of uncontrolled variable ar@iatting without prediction and it is
desired to minimize their separate effects fromargd variety of situations representing
different account and combinations of these vaesbl

2. The total sample is to be divided into seveabsamples and these sub-sample
categories are the actual units of comparison.

3. The population is made up of a wide range oifabées and characteristics and small
sample would run a high risk of missing or misreprdging may of these differences.

4. Differences in the results are expected torballsand it is important to insure against
losing these differences in the distracting intenfiees of the inevitable errors variance.

For greater emphasis, whenever there is someiguestdoubt about sample size,
the best approach is to select as large a sampeescable since the larger the sample,
the smaller the sampling error.

Sample size also depends on the sample fractionpl®draction is the proportion of the
total population that is constituted by the sample.

For example: If the total population of the teashie 3000 sample size of 300, the
sample from is calculated thus:

n(p) = 3000

n(s) = 300

S = n(s) = 300 = _1
n(p) 3000 10

The sample fraction (Bbis 1/10
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Self Assessment Exercise 5.1

Why is it required that to take a larger sample size for your research?

3.2 ERROR COMPONENTS IN RESEAERCH

3.2.1 SAMPLING ERRORS

Sampling error is the difference between sampienation and its corresponding
population parameter. Sample errors are relatéideteample design itself and estimators
used. The most common measure of sampling erratiseivariance of an estimate or
derivatives thereof. The derivative is the standardr, which is simply the square root
of the variance. Sampling errors occur when samgesunlikely to have characteristics
identical with each other or with the population.
Sampling errors include;

() Selected bias: when the true selection probagslitiffer from those assumed in
calculating results

(i) Random sampling error: Random variation in theltesiue to the elements in the
sample being selected at random.

3.2.2 NON —SAMPLING ERRORS

These types of error may induce systematic biakenestimates, as opposed to
random errors caused by sampling errors. Oreddd4(R2identify five types of such
errors. They are

(i) Imperfection in the sampling frame when the popotaframe from which the
sample is selected does not comprise the comptgialation under study
or includes foreign elements.

(i) Errors imposed by deviation from theoretical samgésign and field work
procedures. Examples: non-response, among houseballected or person
interviewed and so on

(i) Improper wording questions — misquotations by thaerviewer,
misinterpretation and other factors that may cdagdere in obtaining the
intended response.

(iv) Unforeseen systematic biases in the sample selechose by the field
work procedures

(v) Data processing errors- This include errors risimogdentally during the stages of
response recording data entry and programming.

Other non-sampling errors manifest in form of

() Over-coverage- Inclusion of data from outside ef plopulation
(i) Under-coverage- Sampling frame does not includeetds in the population.
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(i) Measurement error- When respondents misunderstau@stion, or find it
difficult to answer.

(iv) Processing error- Mistakes in data coding

(v) Non-response — failure to obtain complete data fatireelected individuals.

3.3 CONSIDERATION IN SAMPLING

The goal of the researcher should be to obtainampke that is as much
representative of the population as possible. Hewethis goal is not always easy to
realize in practice due to practical limitationsclsuas time, money and insufficient
knowledge of the population. In the face of thistalkles, the researcher has to take
some factors into full account while making deasiorelating to sampling, Nworgu
(1991) identified these factors.
(i) Availability of Fund
The researcher has to choose such a sample tipaisssble to obtain with the fund
available to him. If obtaining a sample entails ighkr cost than the researcher can
afford, there is no way he can have such a sample.
(i) Population
The size of the population has to be taken int@aetwhile sampling. Decision to study
the entire population or a part of it depends oa plopulation size. The larger the
population, the larger the number of elements tmbleide in the sample.
(i) Accessibility
The accessibility of the elements is another imgodrtconsideration sampling. The
decision to include an element in the sample maist taccount of the accessibility of
such an element.

40 CONCLUSION

In this unit, we have discussed that sample siz&t imel the true representativeness
of the entire population to be used for a resedtahas also noted that larger sample size
reduces sampling errors. Four factors were idextifis necessary for using large sample
size. We also saw sampling errors as the differdéretereen a sample estimate and its
corresponding population parameter. Sampling eliraiside selection bias and random
sampling errors. You were also taught in this timitt there are also some non-sampling
errors which inflict systematic bias in the estiesafor a research and also emphasized
that the goal of researcher to get an acceptalbiplsais hindered by fund availability,
population size and accessibility.

5.0 SUMMARY

The key focus of this unit you have just completes how to determine your
sample size when the sample fraction of the tapgeulation is considered. We have
also considered factors that are necessary for sitgpoa large sample size. Error
components (sampling and non-sampling) were disclisSome considerations in
sampling and to make it affective and efficient evdooked at. These sampling
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techniques are essential for you to undertake relsgarojects in open and distance
learning.

Answer to Self Assessment 5.1
Larger sample might be necessary in order to redas®ling errors to bearest minimum.

6.0 TUTOR-MARKED ASSIGNMENT

1. Describe sample size with examples

2. Enumerate four factors that necessitate theelof large sample

3. If 30% of the 5000 population is to be usedsample for a survey, what is the
sample size of the survey?

4. List 3 examples each of sampling and non-sargg@rrors.

5. What are considerations for effective samgling

7.0 REFERENCES/FURTHER READING
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3.3.3.1 Splif-half
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5.0 Summary
6.0 Tutor Marked Assignment
7.0 References and Further Readings
1.0 Introduction

In this module, we have been talking about re$earbjects, concept of

population and sample in terms of probability anoh-probability sampling
technigues. An instrument is a measuring devicecolild be a questionnaire,
observation or test measuring intelligence or acdneent. You have to note that if
a study is very well designed but uses faulty umstnts, the findings would be
completely invalidated.

It is therefore very important that when you dasigvery good study, you

will match it with appropriately and carefully déeped and validated instruments.
The instrument has to be valid and reliable toeséne purpose of the study.

In this unit, you will be studying the validity dnthe reliability of the

instruments which you construct for your data adl in research.

2.0 Objectives
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At the end of this unit, you should be able to:
explain measurement error;

define validity of an instrument;

discuss the types of validity;

explain the various ways of estimating reliability.

3.0 Main Content
3.1 Measurement Error

Errors in measurement could arise from family runstents, incorrect,
interpretations of the values obtained or instgbiin the behaviour of the
respondents or testees. These errors could berstateor random.

A systematic error can occur when the error arg frequent and are made
In one direction away from the true score. Takeif@tance, your table clock in
your office which is always adding time or alwayaster than the true or an
achievement test which keeps reporting very highescfor every testees.

Random errors can occur when measurement valuesteldrom the true
score and as frequently in one direction as anothgou take the clock as an
example, you will see that sometimes the clock galin time and lose time on the
other times. Random error can be attributed to @hdactors. It should as much as
possible be estimated and adjusted for or its ssuetiminated.

In the case of the clock in your office, how dauytbink you can eliminate
the error? Your answering have be to improve thekiwg condition or to replace
it. An instrument should as much as possible begded to measure the true score.
The degree to which an instrument measures thestwres is an indication of two
very important factors. These are reliability aradidity. We are going to look at
these in the next two sections. Meanwhile, noté tte degree of random error is
inversely related to the degree of reliability vehihe degree of non-random error
Is inversely related to the same variable or when yse a large sample in your
study, random errors tend to average out over tegegaeasurements.

Therefore, to improve reliability of an instrumetite best strategy is to use
multiple measures, multiple measurements and nheltqvestigators. This is what
the triangulation theory of Denzin (1978) specified
3.2 Validity
You have been reading about validity and reliapbilhat is validity? Validity
involves the extent to which an instrument measwitest it purports to measures.
It deals with basic honesty — honesty in the safistoing what one promises to
do. It is concerns entirely the purpose, means eyepl and means actually
achieved. In all these, there is always a gap twden purpose and practice. The
reliability is measured in degree — it can be lawerage or high. In research it is
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the results of the research instrument and noihteument per see. Consequently,
we shall discuss four types of validity and thes: ar
1. Content validity
2. (a) Criterion — related validity
(b) Concurrent validity
3. Construct validity
4. Feel validity

3.2.1 Content Validity

It is an important and useful criterion of an instent, for example achievement

test is pre-test and post-test. It is a measutbeofiegree to which an instrument

(test, questionnaire, etc) covers a representaaraple of content areas. It is

expected to cover the cognitive, effective and pheyuotor areas of the subject —

matter (content). It is our concern in content di@i to determine whether the
sample is representative of the larger universehvis supposed to represent, so as
to establish the content validity of a researchrimsent the following procedures
can be followed:

(i)  List the subject content areas and expectedcioebrs and/or skills. For
achievement test in Mathematics for Basic 8, youn @nsult the
mathematics curriculum, syllabus for Upper Basidhdd. Analyze the
syllabus topic by topic in relation to expected daburs/skKills.

(i)  Weighting of topics and objectives. The testrdloper must decide the
weighting of each test item realizing the objedivef instruction the
curriculum and time to be spent on testing and

(i) a table of specifications and constructiontes$t-items. This is the test blue
print and it is a two-way grid which relates thentamt areas and
objectives/skills. With appropriate allocation ofeiyht to area and the
skills/objectives. The table must be able to cantahumber of test items in
each cell. This concept will be properly death vitlsubsequent module.
Note that a test/instrument that is content v&bid one purpose may be
completely inappropriate for another. Also, an mastent with established
content validity for measuring learners’ achievetrenthe end of a course,
may not be valid from the point of view of contdot diagnosing learner —
weaknesses. Basically, content validity is subyects it depends on the
assessors estimate of the degree of correspontbetween what is taught
(or what should be taught) and what is tested.eljuires a careful
examination of the stated objectives of the courdgerms of course content
and target abilities or skills and a study of tlze sind depth of realization of
their coverage. This cannot be objectively measured
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3.2.2 Construct Validity
Construct means tract or ideas developed in tmel @ define, identify or
explain psychological attributes such as intellggencreativity, aptitude,
perception, attitude, study-habit, reasoning ahikttc. Construct validity is
the degree to which a research instrument measarspecific trait or
psychological trait. For example, if a researcl®emierrelated to measure
students school attitude, the constructed instrameschool attitude will be
administered on sample of students collect andyaaaheir responses. The
research will try to find out whether the instrurneneasures attitude to
school subjects or any other construct or whetheactually measure’s
school attitude. If the instrument measures schttdude then the research
was discovered a theory for explaining varianceindividual scores.
Construct validity is complex and can be difficidtdetermine. According to
Onocha and Okpala (1995) some methods of obtaiocamgtruct validity
are:
() Analysing of the mental precisions required byititsgfrument/test item;
(i) Experimental interventions
(i)  Correlation with other instruments;
(iv) Factor analysis
(v) Internal consistency, etc.
These methods will not be discussed in detail (gber text). Finally, a test will
have construct validity if its scores vary in wagsggested by the theory
underlying the construct. In other words, constralidity is the degree to which
one can under certain construct in a psycholodieadry from the test/instrument
score.

3.2.3 Ciriterion Related Validity

This can be objectively measured and declaredrmsteof numerical indices. It

focuses on a set of external criterion as its yerkief measurement, and it may be

a date of concurrent information of a future parfance.

(@) Concurrent validity implies (i) two tests/ingtnents whereby one whose
validity is being examined and the one with provahdity (which is taken
as the criterion) and they are supposed to cowes#ime content area of a
given level and the same objectives (ii) the poputa for both the
tests/instruments remains the same and the twa/itestuments are
administered in apparently similar environment &mgl the performance
data on both the tests/instruments are obtainali®sa simultaneously
(which is not possible in the case of predictivieecion).

(b) Predictive validity: It refers to the degre® which the results of a test
forecast or predict future behavioural changeheftestee. The basis of this
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Is that success in the criterion measure will bated to the predictive

measure.

The correlation of a concurrent criterion yieldsicorrent validity while the
correlation of predictive criterion also yields @ietive validity. The concurrent
validity serves the purpose of measuring proficjetine predictive validity is
meant for predictive function.

The concurrent criterion of psychological test¢funments, especially tests
of intelligence whereas predictive criterion is aal in selection and placement
test in bank recruitment, schools and mission, etc.

3.2.4 Face Validity

This refers to the extent the instrument/test selegically related to what is
being tested. Face validity may not be dependabliest may look right without
being rational or even useful. For example, a teaphepared test/instrument in a
course containing 10 items and appear to haveviaadity but on detailed analysis
of the items it only contains items in just halftoe content area, that is, it lack
content validity. It is not a useful approach totedmine validity of an
instrument/test.

3.2.5 Factors Influencing Validity

Certain factors may influence instrument/test mssulY validity, an/a

instrument/test measured what is expected to medsursome factors may limit

the validity and they are:

(i)  Factors inherent in the instrument. Such fectof unclear instructions,
vocabulary, level of difficulty of items ambiguousms inappropriate time,
etc.

(i) Factors inherent in the instrument administnat scoring, possible
unhealthy physical and psychological environmenictvimay have adverse
effects on the respondents. If the test/instrunneoi is congested, poorly
ventilated, poor sitting arrangement noise factophy6ical and
psychological) — such factors could have negatiieceon the respondents.

(i) Factors affecting the validity co-efficient walidity is influenced by the
spread of scores, nature of the group and attiiutde measured, etc.

Self Assessment Exercise
An achievement instrument of high content validiBnnot be a construct valid
instrument for diagnostic instrument. Why?

3.3 Reliability
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Reliability refers to the degree of consistencywleen two sets of measure
or observations obtained with the same instrumeris @quivalent. While validity
we have discussed relates to the questions of tohatst, the reliability relates to
the question of accuracy with which the instrumesnmeasured. If a researcher
were to measure the same instrument twice thedbgikpectation would be for the
researcher to get more or less the same scoretlethimes, but this does not
happen always. Differences in scores do happenyalviaifferences in scores do
occur and they are likely with every repetitionaof instrument.

The difference may be due to:

() trait instability — characteristic changes acraset

(i) Sampling inconsistency — particular questions @triment may affect the
score.

(i)  Administrator inconsistency — instrument — timingtestee report with
test tester

(iv) Lack of objectivity in terms of:

(a)The item

(b)Response which the item permits.

(c) Scoring method used
Error Score: Two types are possible: systematioreand random error when an
error is consistent, it is a systematic error whsrerrors which do remain the same
on every occasion of measurement.

As regards reliability Grondlund (1981) stated fitlowing clarifications:

() Reliability refers to the results obtained with araluation of an instrument
and not to the instrument itself. It is appropritespeak of the reliability
of the instrument ‘scores’ or of the ‘measuremdimén of the ‘test’ or of
the ‘instrument’.

(i) That instrument scores are not reliable in genanaéstimate of reliability
always refers to a particular type of consistence.

(i)  Reliability is a necessary but not insufficient ddion for validity. A low
reliability can restrict the degree of validity.

(iv) Reliability is primarily statistical in nature —liaility coefficient.

There are four types of reliability. They are:

3.3.1 Test-retest method

This is obtained by administering a test/instrunmtenmnte to the same group with a
considerable time interval between the two admiaigtins and correlating the two
sets of scores thus obtained. The correlation icoeft obtained provides the
estimate of the reliability and a measure of siigbialver a period of time. The time
interval between administration of the instrumest/tshould not be to short or too
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long. The appropriate time-interval will be dicthtey the type of instrument and
the utility of the results.

3.3.2 Equivalent Forms

As a result of the problem of time — interval fosecond administration of
the instrument the method of equivalent forms wasetbped. In this method, two
parallel or alternate form of test or researchrument will be administered
concurrently to the same students. The scoreseofvib sets are obtained and the
correlation coefficient of the two is computed ahd result is interpreted as the
reliability coefficient. The coefficient providesmaeasure of equivalence.
3.3.3 Measures of Internal Consistency
The methods discussed above are concerned witlstemsy between two sets of
scores obtained on two different test-administretiovhereas this method of
internal consistency takes into consideration tteres obtained on a single test
administration. The estimate of reliability obtainéhrough these methods are
mostly indices of homogeneity of item in the tesstie extent of overlap between
the responses to an item and the total scores.

3.3.3.1 Split — Half method

This is a measure of internal consistency. It meguthe administration of a
single test instrument to the students once thertéims of the instrument are split
into two parts.

In other words, the total set of items is dividetb halves. The scores on the
halves are correlated to obtain the estimate odibnity. You can split the items
using odd and even numbers, or randomly dividirggithms into two groups, etc.
You can see that the result you get from it foaH test. Therefore, it is corrected
using the spearman-brown formula:

2xr
r = _% or It = L
1+r 1+ (n+2)r,
b
where r = reliability of the whole test
ly, Or IS = reliability f the half test

3.3.3.2 Kuder Richardson (KR 20, KR 21)
So as to measure internal consistency Kuder-Rsdmardeveloped two
formulae KR 20 and KR 21 which helps to solve thebpem of split half
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measures. The items in the instrument are homogenad possess inter-item

consistency. The formulas are:

KR 21 b ”1 1-(X(”‘;)]

n- nSx°
n P
KR20 o= (1- ZSXZQJ
where n = number of items on test
X = mean of the total test
Sé = variance of the total test
P — Numberof persongnsweringtemcorrectly
Numberof persongakingthetest
Q _ Numberof prsonsaansweringtemwrongly
Numberof persongakingthetest
q=1+p
PQ = variance of a single item scored dichotoryous
*PQ = summation sign indicating that pq is summedr all

items

It is easier to compute KR 21 than KR 20. The igppibn of these formula
Is possible when the scoring of items is binary Kimg their 1 or 1-ges or no
items). When the items are of equal difficulty (&g value), p is constant for all
items, KR 20 can be assess. KR method is not apptedor effective measures
and also where spread is involved.

3.3.3.3 Cronbach Alpha
We have used KR estimates when the scoring ofsitienmot Dichotomous
(Yes or No) however, when the scoring is not dicbhos) as | a test consisting of

essay questions or in affective measures of seglee, undecided or disagree, the
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formulae developed by Cronbach can be used tdhgattiability estimate. This is
known as Cronbach alpha and is the same as KRx26pefor the fact that pq is

replaced by Siwhere Siis the variance of a single item. The formula is:

n Si?
alpha = n_ﬂ(l_QJ
where S = variance f a single score
S variance of the total instrument
n = number of items

The measure mutually compares the variance ofsamyle item with the
variance for the entire test. It is therefore sste@ that there should be at least
five questions in the test to make the measure imgfarn

3.3.4 Scorer Reliability
The issue of estimating scorer reliability does anse in the context of
objective tests but for instruments such as esgag tests, projective personality
test and creativity tests, there is consideratikelihood that scorer error would
occur. For such instruments there is need to estabtorer reliability in addition
to the usual estimates of reliability. In this nmath test instrument are score
independently by two or more different scorers. FBleé of scores return for an
individual are correlated using Pearson Product BlunCorrelation coefficient or
we use the Spearman Brown prophecy formula:
kr
fo = 1+(k-2)r
where rxx is predicted scorer reliability of atresth k number of readers
r = reliability estimate of a single reader
k = numer of readers
Factors which can affect reliability measuresudel the following:
()  Time-interval and length of test: The time inv& of administration in the
equivalent forms and the length of time in thernné consistency.
(i)  Spread of scores
(i) Speed
(iv) Objectivity
(v) Difficulty of test
(vi) Discriminating level of test

3.3.5 Usability of Instrument
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Having discussed validity and reliability of instnent, usability raises
mostly questions of feasibility and ease with rdgaio instrument construction,
administration, evaluation, interpretation and madgcal application. According
to Unocha and Okpalla (1995) the usability of astrumment would depend on:
simplicity of instructions;
time required for administration;
ease of scoring;
ease of interpretation and application; and
availability of equivalent or comparable form.

akrwnE

Self Assessment Exercise
1. What is reliability of an instrument?
2. What are the methods of estimating reliability?

4.0 In this unit, you learnt the methods of validity yaur instruments and also
the ways to estimate the reliability. From this,uybave seen that it is very
important to make your instruments valid and rd#ablhis is because any
instrument which is properly constructed to havecaehte validity and reliability

and also properly administered will yield qualitgtd that will make your research
report to stand a good chance of being well present

5.0 Summary

So far in this unit, we have discussed two maincepts: validity and
reliability of instrument and the different apprbas within each, the context in
which each of these approaches become relevarthamarocedures by which the
evidence of validity and reliability of an instrunteare to established. Finally, we
mentioned usability of an instrument and factorsvdmch the usability of an
instrument depend.

.0 Tutor Marked Assignment

What is validity?

Describe the two types of criterion related digji

What are the two types of measurement error?

“Reliability is a necessary but not sufficienhdition for validity” Explain.
Name three measures of internal consistencyeapthin one of them with
example.

akrwdEO
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1.0 INTRODUCTION

In the previous modules/units, you worked through different methods of
collecting data in research. The question is; wdtatyou do with this seemingly
unmanageable bulk of data?

This question will take us to 'Data Analysis', whiwe shall describe "as the
process of organizing and summarizing data in otdgorovide answers to the
research questions or test hypotheses stated istuldg". This process, most of
the times, involves the use of statistical proceduo summarize and describe the
characteristics of samples and populations of tilngys

In this unit, we shall first look at the meaning sthtistics, the types of
statistics and organization of data.

2.0 OBJECTIVES
At the end of this unit, you should be able to:

()  define the concept statistics;

(i)  explain the types of statistics;

(i) organize a set of scores under (a) sequencih) frequency distribution
table, (c) bar chart.

3.0 MAIN CONTENT

3.1 Meaning of Statistics
Statistics, as a word, has different shades of mgaifhese meanings can

be in the plural form or singular form.

(1) It is regarded as a state arithmetic:In this case, it involves observing,
recording and computing the amount of resourcemntiial, human and
material, available to a government for the purpokgovernance or war.
Every government needs accurate statistics to makernance easier.
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(i)  Statistics can be regarded as pieces of inforation: Statistics imply data
or pieces of information e.g. the age of Bayo,htbght of ke, the weight of
Audu, the number of students in Mr. Bassey's cliigsnumber of classes in
JSS. 1, Federal Government College, Okigwe. Otleges number of
accidents on road A for a year, number of candglateployed by company
B in 1999, the number of workers retrenched dutimegreform programme.

(i) Statistics as summaries of information: In this case, it can be used as
summaries of information about a small group ofiiitiials selected from
large group for the purpose of investigating thrgédagroup. This is called
sample statistics. This can be in the form of sangte, mean, median,
variance, standard deviation, mode, etc. Each e$ehis regarded as a
statistic.

(iv) Statistics as Mathematical function or modelsin this case, it is used for
comparison of two or more samples. In other woitdsan be used for pair
wise differences, ratios of 2-test, 2-score, t-8cdrtest, f-test etc are
examples.

(v) Statistics as academic disciplineln this case, it is regarded as a subject or
field of study, in which case, it is an aspect gbleed mathematics.

According to Spiegel (1972), statistics is concdrmndth scientific methods
for collecting, organizing, summarizing, presentargd analysing data as well as
drawing valid conclusions and making reasonablestets on the basis of such
analysis.

You can get so many definitions of statistics freosnmany textbooks. Since
this course is not purely on statistics, we shabkl at statistics as the science of
decision making in the face of uncertainties. LabkHays (1973). He says that
statistics serves in two capacities:

(1) It gives methods for organizing, summarizing @aammunicating data, and
(2) It provides methods for making inference beytrelobservations.

In summary, statistics involves observation, cditet of data, organization
of data, presentation of data, analysis of daterpnetation of data and decision
making. You may wish to note that statistics, whised as a subject, is not the
plural of statistic. A statistic is a measure whisle obtain by observing the
characteristics of the sample. You have learnt wetstudy a sample in order to
make inferences about the population.

Therefore, the characteristic of the population cthwe estimate from a
sample characteristic or statistic is called apatar. The mean of a sample is 50.
The mode of the distribution is 45. It means th@ti® a statistic, 45 is also a
statistic. You can give other examples.

136



3.2 Types of Statistics

You may have heard about different types of statissuch as Correlation,
probability, parametric, non-parametric, etc. stats. All these have been grouped
into two major types. These are descriptive aneraritial statistics. In this section,
you will read a brief presentation of these maypes.

3.2.1 Descriptive Statistics

This can be described as a type of statisticaliegdmn which is concerned
with the organization and presentation of data ircomvenient; usable and
communicable form. Spiegel (1972) described ittfaesset of methods serving the
functions of organizing, summarizing and communinzatata.

You can use descriptive statistical methods when g interested in
merely describing the characteristics of the grouthe sample of study. It means
that the descriptive analysis which you make witlt meneralize beyond the
particular group or sample observed. In the samg w@nclusions drawn from the
study are limited and apply only to that group tofy.

3.2.2 Inferential Statistics

These are statistical methods used for arrivingatclusions extending
beyond immediate data. They are the phases atgtativhich can be used to deal
with conditions under which conclusions are drawouw a larger group based on
data collected from some smaller group or groupsseh from and related to the
larger group.

Inferential statistics can be described as a statipprocedure which makes
use of sample statistics to make inferences abdmutpbpulation parameters. It
involves the process of sampling that is represiwstaf the population. It makes
use of the aspect of inferential statistics calpsatametric statistics which are
powerful tests that make use of the normal proligbinodel, or making
comparison involving the setting up of confidenioatl, setting up of the degree of
freedom etc. We shall discuss this later.

3.3 Benefits of the Study of Statistics

When you study statistics, you stand to derive sgameeral benefits. These
benefits focus on the useful knowledge, skills,atalities or dispositions which
you will acquire from the study of, or training statistics. They vary, according to
the extent and level of study, or training in thaject. Some of these benefits
include that the study of statistics will enablesyo:
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1. Acquire' knowledge and skills in observatiomllection, organization,
communication, analysis of data, drawing inferenitem the analysis of
data and making sound decisions;

2. Make meaningful contributions to local, nagbor international debates on
topical issues;

3. Read, understand and interpret communicadéal &bllow inferences drawn
therefrom and appreciate decisions made conseaquent the inferences
drawn;

4, Successfully execute empirical research. Masanable or worthwhile

empirical research can be carried out or reportéthowt statistics for

answering research questions, testing hypothesdakorg decisions and

making predictions;

Read, interpret and make use of researchteepoarticles;

Follow and critique contributions to debate®spnted with facts and

figures;

7. Acquire the skills and techniques for estimgtipredicting and projecting
into the future based on the previous and pressat d

8. Draw sound conclusions based on some piecesmfofmation that are
probable or not quite certain.

oo

Self Assessment Exercise
I What is statistics?
. What are the two types of statistics?

3.4 Organization of Data

Data collected in education can be from variousrcsi and can be in
various forms, such as: opinions, scores/markguénacies, verbal etc.

The data can be organized or arranged to make theamingful. In this
section, we shall look at sequencing, tables, faqy distribution tables, bar
charts, etc.

3.4.1 Sequencing
This involves arranging the data in order of magiet - ascending or
descending order. See example below:

Example 1:

Given that the test scores of 10 students in Stiare:
8,9,2,57,6,4,9,8, 3.

This could be arranged in ascending order thus:
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2,3,4,5,6,7,8,8,9,9orindescending otdes; 9,9, 8,8, 7, 6,5, 4, 3, 2.

If the data consists of names, they can be arramgalpphabetical order. If
they consists of objects, events, animals, eto/ ttae be arranged according to
kinds, species, groups etc.

3.4.2 Tables

A table can be regarded as a two-dimensional reptasve of statistical
information or data. Tables can be simple or compkeshown in the examples on
the enrolment of pupils in central school Umuihorfr 2000 to 2007, and
Distribution of Mathematics teachers in Okigwe Zaméhe year 2006.

Example 1

Table 18.1: Pupils' Enrolment in Central School, Whuihi, 2000 - 2007.
S/N |Year Boys Girls Total
1. |2000 . 200 170 370
2. |2001 210 165 375
3. 2002 230 170 400
4. 2003 220 175 395
5. 2004 240 180 420
6. |2005 225 170 395
7. 12006 242 182 424
8. 2007 250 200 450
Example 2

Table 18.2: Distribution of Mathematics Teachers irOkigwe Education Zone

S/N [Local Government No, of Teachers
1. |Ehime Mbano 525
2. |lhitte / Uboma 425
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3. |Isiala Mbano 600
4. |Obowo - Etiti 400
5. |Onuimo 325
6. |Okigwe 425

Total 2,700

3.4.3 Frequency Distribution Table
A frequency distribution table shows the numbetimis each score, value
or item occurs in a distribution. Ft consists ofotwolumns - one for the

scores/items and the other for the frequency.

Example 3:
The scores of some students in a Mathematics tesgigen below. Present the

scores in a frequency table.

10, 15, 18, 12, 14, 15,20, 15, 16, 11, 12, 14,0927, 18, 15, 13, 11, 12, 19, 13,
10, 14, 17, 19, 16,15,15,15.

Table 18.3: Frequency Distribution Table

S/N Score Tally Frequency
1. 10 \\ 2

2. 11 \\ 2

3. 12 \\\ 3

4. 13 \\ 2

5. 14 \\\ 3

6. 15 AN 7
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7 16 \\ 2
8 17 \\ 2
9 18 \\ 2
10. 19 \\ 3
11. 20 \\ 2

30

Note that when you tally, each number tallied isatlye cancelled to avoid

confusion.

3.4.4. Grouped Frequency Distribution
Some of the times, the number of scores may barge that it becomes necessary

to group several scores together. A group of scalges form a class interval.

Example 4:

Present the scores below in a grouped frequents. tab

55, 62 60, 50, 52, 58, 55, 60, 51, 55, 68, 5539758, 42, 47, 42, 48, 55, 48, 46,

55, 51, 58, 65, 52, 35, 54, 55, 52, 56, 46, 6538348, 50, 39, 59, 53, 52, 33, 48,

65, 60, 36, 68, 45, 62, 59, 60, 33,40,61,38.

In order to determine the interval or class size:

()  Find the range. This is given by the highesirecminus the lowest score.
From the scores, we have 60 - 33 = 27.

(i)  Determine the number of groups. It has to bengen 10 and 20.

(i) Divide the range by the number e.g. 27 + 13 @pproximate)

(iv) Draw atable and tally the scores accordingrtmups.
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Table 18.4: Grouped Frequency Distribution Table

S/N |Class Interval Tally Frequency

1. |66-68 \\ 2

2. |63-65 \\\ 3

3. [60-62 AR\ 7

4. |57-59 W 5

5. |54-56 AR W 9 55, 62 60, 50, 52, 58, 55, 60,

6. |51-53 AW 8 55, 68, 55, 47, 39, 58, 42, 47, 4
7. ]48-50 A 6 48, 55, 48, 46, 55, 51, 58, 65, 5
8. |45-47 W 5 35, 54, 55, 52, 56, 46, 65, 53, 3
9. |42-44 \\ 2 48, 50, 39, 59, 532, 33, 48, 65
10. (39-41 \\\ 3 60, 36, 68, 45, 62, 59, 60, 33,

11. (36-38 \\ 2 61,38.

12. (33-35 W\ 4

UNIT 2: METHODS OF REPRESENTING DATA AND MEASURES OF

CENTRAL TENDENCY
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1.0 INTRODUCTION

In last unit, you were exposed to the concept atistics and organization of data.
You also read through the bar chart which is algcgb way of representing data.
In this unit, you will continue to be exposed tdvert ways of representing data.
These include pie chart, histogram, frequency pwlygnd ogive. We will also
look at the measures of central tendency. As thisdt a complete course on
statistics, we may not be so detailed in the prtasens.

2.0 OBJECTIVES

By the end of this unit, you should be able to:

()  construct a pie chart using given data;

(i)  construct and describe histogram;

(li) draw a composite table and construct a freapyepolygon;

(iv) draw a composite table and construct an ogive;

(v) calculate the mean, median and mode of a giata.

3.0 MAIN CONTENT

3.1 Pie Chart

This is used to represent both discrete and comiisdata. It involves using a
circle to represent a set or groups of items orescoEach group or item is
represented by a sector of the circle.

The angle subtended at the centre by the secpopportional to the frequency of
the items o scores represented. It implies thatdted frequencies of the set are
represented by 360°.
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Example 1:

Construct a pie chart to represent the data below:

The distribution by local government area of Badschnology teachers in Okigwe
Zone is a follows:

EHIME = 60, IHITTE/UBOM = 50, ISIALA =65, ONUIMO %0, OBOWO = 35,
OKIGWE = 30.

To construct the pie chart:

I Find the angle that is subtended at the cdntreach group:

(@) EHIME=%0,3€0 - 7714
28C 1

(b) IHITTE/UBOMA = 29,300 - g4 5g

28C 1

) ISIALA= 95,300 - g35p
28C 1

(d) ONUIMO :%xs‘_fo = 5143

(e) OBOWO =%$) = 45.00

()  OKIGWE = %’Cx?’_fo = 3857

Distribution by LGA of Basic Technology Teachers in
Okigwe Zone

® EHIME
® HITTE/UBOMA |
® ISIALA

m ONUIMO

" OBOWO

m QKIGWE
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. With the aid of a pair of compasses, any cometnradius, draw a circle.
lii.  Using your protractor, mark out the anglesregponding to each group or
category o items, to the nearest degree.
v. Label the sectors of the circle corresponding &oitdms.

3.2 Histogram
In the last unit, you studied the bar chart, whishused mainly for the

representation of discrete data. In the constraciou noticed that the rectangles
do not touch each other. The histogram is use@poesent data on a frequency
distribution table like the bar chart. It is made of rectangular bars of equal
joined to one another, and it is used for contirsudata. At the vertical axis, we
have the frequencies and at the horizontal, we hheecorresponding class
intervals. The difference between the two is tifi@t,bar chart the class intervals
are used while for histogram the exact class baigslarc used. There are two
exact class boundaries—upper and lower exact dmssidaries. These are
obtained by subtracting 0.5 from the upper boundany adding 0.5 to the lower

boundary. Alternatively, for the exact lower linat the first group (20 - 24), we
19+20 _ 495

have

And for the exact upper limit —24; 25245

Example 2

Using the data below, construct a histogram:

Class Interve | 20-24 | 25-29 | 30-34 | 35-39 | 4C-44 | 45-498 | 50-54 | 55-59 | 60-64 | 65-69 | 7C- 74 |75- 7€

Frequenc 3 5 8 1C 13 15 12 8 6 5 3 2

To construct a histogram:

1. Compose a composite table having the classvaltaghe exact class limits,
and the frequencies.

2. Choose suitable scales and draw the verticahandontal axes.

3. Mark of the frequencies on the vertical axid #re exact limits or real limits
on the horizontal axis.

4, Draw the rectangular bars on each boundary thi#hheight corresponding
to the frequencies.

5. Draw arrows to show what is on the vertical hodzontal axes.
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S/N | Class Interval| Real Exact Limit | Frequency
1. 75-79 74.5-79.5 2
2. 70-74 69.5 - 74.5 3
3. 65-69 64.5 - 69.5 5
4. 60-64 59.5-64.5 6
5. 55-59 54.5-59.5 8
6. 50-54 49.5 - 54.5 12
7. 45-49 44.5-49.5 15
8. 40-44 39.5-44.5 13
0. 35-39 34.5-39.5 10
10. 30-34 29.5-34.5

11. 25-29 24.5-29.5

12. 20-24 19.5-24.5 3

90
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Self Assessment Exercise:
An Education student of NOUN spent a totai-of N80,00 as follows:

Registration = =N5,000.00
Course materials = =N10,000.00
Examinations = =N5,000.00
Transportation = =N3,000.00
Stationeries = =N2,000.00
Diskettes and CDs = =N1, 000.00
Note books = =N2,500.00
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Typing of assignments = = NI,500.00

Represent these expenses in a pie chart.

3.3 Frequency Polygon

This is a line graph plotted using the frequenagainst the mid-points of
the class intervals.

Example 2

Use the data below to construct frequency polygon.
Class Interval| 33-35 30-32 27-29 24-26 21+288-20| 15-17 12-14|9-11
Frequency 3 5 8 10 13 15 12 8

To construct the polygon:

(i) Draw up a composite table having the classriatie the mid-points and the
frequencies.

(i)  Choose suitable scales for the vertical andzZomtal axes.

(i) Plot the graph using the frequencies agaitfed mid-points of the class
interval.

(iv) To complete the polygon, add an interval & tbp and below. Let the two
intervals have zero frequencies.

S/N|Class Interval |Real Exact Limit |Frequency,
33-35 34 9
30-32 31 2
27-29 28 4
24-26 25 8

Bl W N e
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Frequency Polygon

5. 21-23 22 10
6. 18-20 19 7
7. 15-17 16 5
8. 12-14 13 3
9. 9-11 10 2
6-8 7 0
10
9
8
ki 7
A 6
5
4
3
2
1
A k| s e e et SR, S el O L
—»  Mid-points
3.4 Oqgive

This is a graph which involves the use of a smoaihve to join the
Cartesian coordinate plots of cumulative frequencagainst the real class
boundaries. In other words, instead of the freqesncit makes use of the

cumulative frequencies. The graph gives shapeshiaiow 'S'.

Example 4:
Using the score groups below, draw an ogive or ¢atie frequency curve:

Class Interval

5-¢

) 10-14

15-19

20-24

25-29

30-34

35-39

40-44

45-49

50-54

Frequency

1

3

6

10

12

8

6

5

8
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To draw the ogive:

I Compose a composite table having the class laeg] the exact class
limits, frequencies and cumulative frequencies.

. Choose a suitable scale to accommodate thleekt cumulative frequency
on the vertical axis and the class boundaries emgmnizontal axis.

li.  Plot the points on the cumulative frequenagsinst the corresponding class
boundaries. iv. Join with a smooth curve.

S/N |Class Interval |Real Exact Limit  |Frequency |Cumulative frequency
l. 50-54 49.5-54.5 2 56
2. 45-49 44,5-49.5 3 54
3. 40-44 39.5-44.5 5 51
4, 35-39 34.5-39.5 6 46
5. 30-34 29.5-345 8 40
6. 25-29 24.5-29.5 12 32
7. 20-24 19.5-24.5 10 20
8. 15-19 14.5-19.5 6 10
9. 10-14 9.5-14.5 3 4
10. 5-9 45-95
56
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Self Assessment Exercise
Using the data below;
()  Construct a frequency polygon, and

(i)  Construct an ogive.

Class Interve 10-12 |13-15 |16-18 |19-21 |22-24 |25-27 |28-30 |31-33 |34-36 |37-39 |40-42 |43-4%

Frequencie

2 4 6 1C 7 12 8 5 0 4 3 1

3.5 Measures of Central Tendency

In the last sections, you studied the graphicahowtof representing data.
The measures of central tendency provide convenvagt of summarizing data.
This method involves finding a single measure whsctypical of a set of scores.
This measure of value can be used to 'captur&present a whole set of scores in
such a way that it becomes the representative sifotiee whole distribution of
scores. As a teacher, you will need to be usingery often in describing the
performance of your students in tests and exanansti

In statistics, the three most common of all the sness available for use are
mean, median and mode. Let us discuss them iottat.

3.5.1 The Mean
This is otherwise called the arithmetic averages the sum of the scores in

a distribution divided by the total number of ssréhe formula iIX/N where

>X is the sum of scores, N is total number of scords the mean.
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Example 5:
The scores often students in a test are as folldds55, 60, 30, 50, 48, 70, 85, 72,
65. Find the mean.

To find the mean, we will add all thecores =X and divide by 10 =
N i.e. 40 + 55+60+30+50+48+70+85+72+65.
. TX =375. Sox =XX/N =575/10 = 57.5

The mean can also be calculated from frequencyilalision. In this case,
we use the formulaZFX/ZF, whereXFX is the sum of the products of f and
x and £F is the sum of the frequencies.

Example 6:

Find the mean of the scores below:

S/IN X F FX
1. 30 2 60
2. 20 4 80
3. 15 4 60
4. 25 3 75
5. 10 8 85
6. 2 16
7. 6 30
8. 21 2 42
9. 12 1 12
10. 24 5 120
37 575
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(i)  Complete the table by finding the correspondigi.e. FXX;
(i)  Add up F to findZF;

(iii)
(iv)

IS given.

Example 7:

Add up FX to getZFX;
Divide ZFX by XF - XFX/ZF = 575/37 - 15.5

The mean can also be calculated when grouped fnegwstribution

Use the data given below to calculate the mean:

Class Interval25-29 | 30-34 | 35-39 | 40-44 | 45-49| 50-54 55-59 60-6
Frequency 2 5 6 7 10 6 3 2
()  Complete the table by getting the mid-pointsakd FX;
(i) Use the same formula = ZFX/ZF.
S/N Class Interval | Mid-point (X) F FX
1. 60-64 62 2 124
2. 55-59 57 3 171
3. 50-54 52 6 312
4. 45-49 47 10 470
5. 40-44 42 7 294
6. 35-39 37 6 222
7. 30-34 32 5 160
8. 25-29 27 2 54
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47 1807

— X =1807/41 = 44.07

You have seen that the mean can be calculateddodimgrouped and
ungrouped data, using different methods. One dfetmethods is called the

assumed mean method. It is called the short-cut.

Example 8:

Find the mean using the data on e.g. 7.

SIN | Class Interval | Mid-point (X) F X1 FX1
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1 60-64 62 2 4

2 55-59 57 3 3

3 50-54 52 2 12

4 45-49 47 10 | 10

5 40-44 42 7 0 0

6 35-39 37 6 -1 -6

7 30-34 32 5 -2 -10

8 25-29 27 2 -3 -6
47 17

()  Take away group mark as the assumed mean, @telit 0 as shown
in column X.
(i)  Code every other mark above from 1, 2, 3 atd below -1, -2, etc.
(iii) Find the FX and sum up.
(iv) Use the formula AM +XFXYZF) = X.
=X = 42+ (17/41)= 42 + + 2.073 = 44.073
= 44.07

3.5.2 The Median

This is the score in the distribution above anaWwealhich 50% of the
scores lie. It is the middle score which dividee #et of scores into two
equal halves. In order to get the median, theescotust be arranged in an
ordering -ascending or descending.
Example 9:
Find the median of the sets of scores:
(a) 9,7, 15,10, 11,8,2,4,3.
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(b) 5,98,7,3,24,6,5,8.
In example (a), simply arrange in ascending orBgrthis, we have: 2, 4, 5,
7, 8, 9, 10, 11, 15. By counting, the middle numbehich is 8 is the
median.
In example (b), you will notice that the numbeeisen. You will therefore
arrange in order, by counting, the two middle nurslzee taken, added and
divided by two.
We have:

2,3,4,55,6,7,8,8,09.

The median iss;_6:1?1 =55

When grouped data are given, the median is catullasing the formula

(N/2-cfb)
fw

X =L+

where L is the lower boundary of the median class;
N is the number of scores;
cfb is the cumulative frequency below the mediass]
fw is the frequency within the median class.

Example 10:
Use the data below to find the median:
S/N Class Interval F FX
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1. 85-89 1] 52
2, 80-84 2| 51
3. 75-79 3| 49
4. 70-74 5| 46
5, 65-69 71 41
6. 60-64 8| 34
7. 55-59 10] 26
8. 50-54 6| 16
9. 45-49 5| 10
10. 40-44 4] 5
11. 35-39 o 1
12. 30-34 1] 1
52
() N2 = 522 = 26

(i)  Find the class where 26 lies in the cummulatirequency i.e. 55 - 59.

This is the median class.

i) % -L 2= gyp (26-107
fw 10
oy

=545+ =545+5
10

=59.5

3.5.3 The Mode
This is the most frequently occurring score or esan a distribution,
It is the most frequent score which can be eashgmnined by inspection.
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But in some distributions, you may have two modéss is called bimodal,;
any distribution with more than two modes is caldlti-modal.
Now, let us look at how to find the modes in thamples below:

Example 11.:
Find the mode in the distribution below:
20, 30, 21, 45, 30, 25, 33, 35, 30, 22, 29, 30.
By inspection, you will see that 30 appeared 4 simédt is the mode because

no other score appeared up to that.

Example 12:

Find the mode in the frequency table given below:

10 9 8 7 6 5 4 3 2 1

F 1 2 4 5 8 6 4 3 1 1

Again, by inspection, you will see that the highestcurring
frequency in the above distribution is 8, and théug is 6. Therefore, 6 is
the mode.

For a grouped data, the mode is calculated usmdptimula below:

. 1
X:L+dld+d2
where L is the exact lower limit of the modal elas
d! is frequency of the modal class minus frequencythef class
preceding or before the modal class;
d? is frequency of the modal class minus frequencythef class

immediately after the modal class.
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Example 13:
Find the mode in the frequency table given below:

S/IN | Class Interval| F
1. 85-89 3
2. 80-84 3
3. 75-79 8
4. 70-74 10
5. 65-69 12
6. 60-64 7
7. 55-59 5
8. 50-54

()  Locate the modal class i.e., 65 - 69.

(i)  Using the formulaL +ld—L =2

d* +d?
where L=64.5,i=5=12-7-5,4=12 - 10,

. 5 2
(i) X <645+ & 645+ ®)
5+2 7

=64.5 + 3.571 68.07

159



Self Assessment Exercise
I Define mean, median and mode.
. Find the mean, median and mode of the distidiougiven below:
10,7,8,9,6,9,3,2,9,5, 1.
4.0 CONCLUSION
You have noticed that data by themselves convidy br no meaning
until they are summarised and described. Some mgtbiorepresenting data
have been presented and the measures of centdan®mn which form the
central reference value that is usually close te pwoint of greatest
concentration of the measurement, and which mapine sense be thought
of typify the whole set, have also been presertethe next unit, we shall

look at other statistical measures.

5.0 SUMMARY

In this unit, you have been able to go throughdtieer methods of
representing data which you started in unit sixtefthis module. You have
seen that the pie chart uses a circle to represeet of data or groups of
items. In other words, it can be used for bothréigcand continuous data.
You also went through the histogram, which is mageof rectangular bars
of equal width joined to one another, It is used dontinuous data. The
frequency polygon is a line graph plotted using flleguencies against the
mid-points of the class intervals. The ogive usesdumulative frequencies
against the exact "class boundaries. We have tpestpf ogives - 'less than'
ogive and 'greater than' ogive.

You have equally worked through the measures ofraketendency.

The three measures are the mean, the median amdothe® You have seen
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how to calculate these measures. In the next wdtshall look at other

measures.

6.0 TUTOR MARKED ASSIGNMENT
Find the mean, the median and the mode of thegilata below;

Class Interval| 15- 120-24 | 25-29| 30-3435-39 | 40-44| 45-4950-54 | 55-5960-64 |65-69 | 70-74
Frequencies 1 2 3 4 5 6 8 4 3 2
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1.0 INTRODUCTION

In the last unit, you worked through the measufeseatral tendency.
In addition to those measures, researchers arerdested to know how
the scores are spread or scattered in the distrbut

So the measures of variability indicate the dedcewhich a set of
scores differs from each other in the distributibhese measures present a
measure of homogeneity within the group of scores.

In this unit, we shall look at the range, the gilest the percentiles,
the variance and the standard deviation.
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2.0 OBJECTIVES

After working through this unit, you will be able:t
(i)  find the range in a given set of scores;

(i)  explain and find the quartiles in a distrilorti
(i)  find the percentiles in a given set of scqores
(iv) calculate the variance in a given set of sspre

(v) calculate the standard deviation in a distidout

3.0 MAIN CONTENT
3.1 The Range

This is the simplest and crudest measure of vdit\abihich measures
the distance between the highest and the lowesesan a distribution of
scores. It is calculated by subtracting the lovgeste from the highest score

in the distribution of scores, plus one.

Example 1:
Find the range of the scores below:
30, 45, 20, 32, 70, 85, 90, 44, 60.
You will notice that the lowest score is 20 and iighest score is 90. Sop X
- X +1=90-20+1=71. Therangeis 71.

You would have seen that the range is affectedhkytivo extreme
scores. Therefore, it is an unstable and unreliatdthod of determining the
spread of scores. Because of this limitation, itseddomly used as an

indicator of the spread.
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3.2 The Quartiles

These are score points or values which subdivigeren distribution
into four equal parts. In other words, the numidfesamres in anyone of the
four groups is equal to the number of scores in @hgr of the remaining
three groups.

There are only three quartiles for any given 'distion. These are the
first quartile Q, second quartile Qand third quartile € This can be

illustrated below;

3.2.1 Calculation of the Quartiles

The quartiles can be calculated in a grouped daiaguthe formula

Q=L+ i(N/4)-cfbf°
fw
Where i = 1, 2, 3, (i.e. the quatrtiles)
N = xf = sample size
L = lower class boundary of the quartile class
cth = cummulative frequency below the quartilessla
fw = frequency of the quartile class

C = class interval size.
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Example:
Find Q and Q in the distribution below:

S/N Class F
Interval

1. 50 -54 1 34

2. 45 — 49 2 33
4_

3. 40 — 44 2 31

4. 35-39 5 29
4_

5. 30-34 8 24

6. 25 -29 6 16

7. 20-24 4 10

8. 15-19 3 6

9. 10-14 2 3

10. 5-9 1 1

34

Step: (i) Find the cumulative frequencies (CF)

(i) Divide 34 by 4 :3744 =85

(())-ctb)’
(i) Applythe formulaQ=L+—4

For Q: 8.5 lies in the class 20 — 24
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. 20 — 24 is the quatrtile class.
So,L—-19.5,fw=4,cfb=6

M) —cfoy®

Then,Q=L+-4% =195+
fw

(854 6)° —19.5 +(29)°

(25)°
4

= 19.5 + 3.125 = 22.625

(— ) cfb)®
ForQ, Q=L+ +—— " = (35-39) in the class.

(L5)°

=345+

(3x 8.2—24) _3454+9°

=345+15=36.0

3.2.2 Interquartile Range

In the last subsection, you learnt that the questdivide the distribution of
scores into four equal parts. The inter-quartilegeadescribes the distance
between the first quartile ;Qand the third quartile It shows the scores
that the included in the middle 50% or half of #o®res in the distribution.

It is found using the formula - Q.. For instance, in the example 18.2
above Q= 36.0 and @= 22.625. The inter-quartile range (IQR) is 36.0 —
22.625 = 13.775.

3.2.3 Quartile Deviation or Semi-interquartile Range
The quartile deviation otherwise called semi-intendjle range is described

as half the value of the interquatile range. ttakulated using the formula:

Q3 _Ql
2

For instance, in the example given above, the setmiguartile range will
be given by:
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360 - 22625 _ 13735
2

=6.87

Self Assessment Exercise

Find the semi-interquartile range of the groupeta daven below:

S/No 1 2 3 4 5 6 7
Class 20- 25- 30- 35- 40- 45- 50-
Interval 24 29 34 39 44 49 54
Frequencies 2 2 4 8 10 12 9

3.3 The Percentiles

These are score points along the score line whildeda distribution of
scores into hundred subgroups. The subgroupsadediin such a way that
they are equal or the same. It is calculated insmae way as the quartiles,
but instead of dividing N by 4, you divide by 10tus,

.. N
) —cf)°
Pi:L+—(I(1OO) w
fw

3.3.1 The Deciles
These are score points in a distribution which dvihe distribution of
scores into Ten equal parts. As in the percentilguartile the calculation is

the same. The formula is:

N
(i) —cfb)’
Di=L+-10_

Note that Q= Ps, @ = Ds = Pspand Q = P
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3.4 The Variance (%) and the Standard Deviation (S)

These two measures of variability are directly teddla They are the most
common, the most reliable estimate of dispersionrsgmead. They give
relative measure to the degree to which each stifiezs from the mean of
the distribution. The standard deviation is theasgquoot of the variance. It
Is widely used than many other statistical operatio

To calculate the variance and standard deviatioa, following steps are
applied:

1. calculate the mean of the scores.

2 subtract the mean from each score or class mmd@bgrouped)

3. square each of the differences or deviatiops—-X)? or cf or x?

4 Multiply each square deviation by the correspagdrequency, the

result is {x - X)? or fc? or fx2.

o

Sum up the result in step (iv) above to obEfifx - X)?

6. Divide the result of the sum by total numbesadres N or the sum of

the frequencies i.er(Xz‘—f)z or [zt ¥ ;fx)z . This is the deviation

method.

There is also the raw score method otherwise c#lednachine approach.
We shall look at it after the deviation method. Ndet us take some

examples.

Example

Find the variance and standard deviation of thieviehg scores:

S/ X H f (X =) (X - X f
N X (X -

x|
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4.97

24.7

24.70

3.97

15.7

31.52

2.97

8.82

35.28

1.97

3.88

27.16

0.97

0.94

9.40

0.03

0.00

0.00

1.03

1.06

11.66

2.03

4.12

24.72

3.03

9.18

36.72

169



9 6
10 2 3 6 4.03 16.2 48.72
0 0 4
6 9 249.8
0 8
Steps: (i)  Find the mean%‘;5 = %3 =15.97

(if)
(iii)
(iv)

(V)
(vi)
(vii)

Find the deviation X - X)

Find the square deviations.

Multiply the square deviations by the frequgnto obtain
f(X - X)?

Find=f (x - X)? = 249.88

Divide by f or N to get variance.

Find the square root

24988
6C

$=4.16
SN 416 = 2.04

= 4.646667

You can also use the raw score approach. Let uthesew score approach

for the same set of scores in Example.

SIN

X f Fx X2 Fx?

1

11 1 11 121 121
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2 12 2 24 144 288
3 13 4 52 169 676
4 14 7 98 196 1372
5 15 10 150 225 2250
6 16 12 192 256 3072
7 17 11 187 289 3179
8 18 6 108 324 1944
9 19 4 76 361 1444
10 20 3 60 400 1200
60 958 15546
Step:
()  Complete the composite table as shown.
(=) =fx? - (=fx)? or NZfx?* (Zfx)*

(i)  For variance (3 use the formula

Substituting, we have:?$

(zf)*

60 x 15546— 958

r14996

=4.165

360(

For standard deviation, S. Find the square rodh®fvariance i.e./4.165 =

2.04

Self Assessment Exercise

Find the variance and standard deviation of thieviehg:
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SIN

Clas

inte

rval

Fre
que

ncie

Sometimes, you may be given grouped scores. The saathod is used.
The only different is that you have to find and dke midpoints of the

groups or class intervals as your score X.

4.0 Conclusion

In this unit, you have gone through the other messwhich are used to
determine the extent of spread or variability igigen set of scores. They
represent a measure of homogeneity within a gréigecares. The standard

deviation is applied in most other statisticaldest

5.0 Summary
You have seen that the range is a measure of gtande between the
highest and the lowest scores in a distributiore Ghartiles are score points

which divide the distribution into four equal par¥¥e have @ Q, and Q.
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The percentiles divide the distribution into hurddegjual parts,. The deciles
divide the distribution into ten equal parts. Yoavé also gone through
variance and standard deviation which are the melsble estimate of
dispersion or spread. The standard deviation is sipgare root of the
variance.

In the next unit, we shall be looking at the measwf association.

Tutor Marked Assignment
In the data below, find:
()  The semi-interquartile range, and

(i)  The standard deviation

S/N 1 2 3 4 5 6 7
Class 20- 25- 30- 35- 40- 45- 50-
Interval 24 29 34 39 44 49 54
Frequencies 1 2 4 5 10 8 6
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1.0 INTRODUCTION

In the previous units, we have focused on sampbeescfrom one
variable or distribution of scores from one var@abl

In this unit, you will learn about matched or pdirgets of scores.
Specifically, measures of association show the akegof relationship
between two or more variables.

We shall be looking at some of these measures eostidttistics for
describing the extent of correlation or 'going thge of some attributes or
characteristics possessed by a sample of indisdu@his degree of
relationship between the attributes or variablesxjgressed as a coefficient
of correlation.

The result of this unit will teach you the most coan types of
correlation which are Pearson .Product Moment grehBnan Rank Order.

2.0 OBJECTIVES
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At the end of this unit, you will be able to:

()  define correlation;

(i) illustrate the scatter-grams of various ctatens;
(i) calculate the Pearsonr,

(iv) calculate the Spearman rho.

3.0 MAIN CONTENT
3.1 The Concept of Correlation

Correlation refers to the extent or degree of i@hahip between two
variables. The index showing the degree of suchtiogiship between the
two variables is called correlation-coefficient.

The value obtained from correlation will help yosi @ researcher to
know whether variations in one set of scores leachtiations in another set
of scores. It will also help you to know the extémtwhich this variation
takes place.

Correlation values ranges from -1 to +1. It medret & correlation
coefficient of-1 indicates a perfect negative felathip, while +1 shows
perfect positive relationship and O correlation fioent implies no
relationship at all. Many types of correlation daéénts exist. You can use
any type, but this will depend on the following:

(i)  the type of measurement scale in which thealdes are;
(i)  the nature of the distribution (i.e. continwaor discrete);
(i) the characteristics of the distribution scare

3.2 Scatter-grams of Various Correlations

A scatter-gram is a shortened form of scatter diagrt shows the plots on

the Cartesian coordinate plane of two sets of scofeindividuals of a

sample with respect to two attributes which areallgulenoted by X and Y.

I Positive Relationship: This suggests that individuals having high
scores in one variable also have high scores irother variable. It
also implies that those individuals who have lowrss in one
variable also have low scores in the other varg@able

high

high

low

low




(a) r = Perfect Positive Relationship (b) r = MaaterPositive Relationship

. Negative Relationship: As you can see, this is the opposite of
positive relationship. It suggests that individus¢®ring high on one
variable score low on another variable. It alsoliegthat those who
score low on one variable score high on the otheakle.

high | high

low WS low low

(c) r = Perfect Negative Relationship (d) r = MaterNegative Relationship
lii.  Zero Relationship: This suggests the absence of any relationship.

There is no relationship between scores on thevamables.
high

low |

(e) r = No Relationship

3.3 Pearson Product Moment Correlation Coefficientr)

This type of correlation coefficient, named aftdre tman who
developed it, is used when the two sets of datacanéinuous or interval
data. There are two major approaches of calculdatiegPearson Product
Moment correlation coefficient (r).

The first is the deviations from the mean approadfile the second is the

raw scores approach. Let us look at them one tiiteother.

176



3.3.1 Calculating Pearson r using Deviations fronhie Mean

18

The formula is given by: X=Xy -Y) or L% y
—\2 —\2 2 2
VZx-XFr-vf XY
where x = XX,y =Y-Y
Example 1:
Using the data below, calculate the Pearsonr.
10 | 11| 12 12 13 14 15 1% 1 17 17 18
5 8 9 4 7 6 8 9| 10 10 12 A
Step:

(i)

Find the mean for X and Y.

(i)  Complete the composite table.
(i) If =xy =80.90,Xx? = 87.25Xy? = 107.72, Thenﬂ: r
X Y X-X | Y-Y Xy X? y?
(x) (¥)
1 10 5 n5 -3.8 | 17.10| 20.25| 14.44
2 11 8 -35 | -0.8 | 280 | 12.25| 0.64
3 12 9 -2.5 0.2 | -050 | 6.25 | 0.04
4 12 4 -25 | A8 | 12.00| 6.25 | 23,04
5 13 7 -15 | -1.8 | 270 | 225 | 3.24
6 14 6 -05 | -28 | 140 | 0.25 | 7.84
7 15 8 0.5 -0.8 | -0.40 | 0.25 | 0.64
8 15 9 0.5 0.2 0.10 | 0.25 | 0.04
9 16 10 15 1.2 1.80 | 2.25 1.44
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10 17 10 2/5 1.2 3.00 | 6,25 | 1.44
11 17 12 2.5 3.2 8.00 | 6.25 | 10.24
12 18 14 3.5 5.2 | 18.20| 12.25| 27.04
13 18 13 35 4.2 | 14.70| 12.25| 17.64
188 115 80.90| 87.25|107.72
14.5 8.8
r - 8090 8090 8090
\8795x107.72 \/9,39857 96.94¢
r = 0.83
3.3.2 Calculating Pearson r using the Raw Score Mabd
The formula is given by r = NDXY -2 XQY -
INEXT-(Ex7)-(NE Y2 - (2 v
where x = XX,y =Y-Y
Example 2:
Let us use the same data in example 19.1.
X 10 (11 |12 |12 | 13 | 14| 15| 15| 16| 17 17 18 1
Y |5 8 9 4 7 6 8 9 10| 10| 12| 14| 13
Steps:

I Complete the composite table.
i. If N=13,ZX =188,2Y = 115,EXY = 1744,XX? = 2806 andtY? =

1125, then:

r

N XY - X>'Y

INEXE-(Ex2)-(NE v - (2 v f)
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S/IN X Y XY X?2 Y?
1 10 5 50 100 25
2 11 8 88 121 64
3 12 9 108 144 81
4 12 4 48 144 16
5 13 7 91 169 49
6 14 6 84 196 36
7 15 8 120 225 64
8 15 9 135 225 81
9 16 10 160 256 100
10 17 10 170 289 100
11 17 12 204 289 144
12 18 14 252 324 196
13 18 13 234 324 169
2 188 115 1744 2806 1125
14.5 8.8
13x1744-188x115

J13% 2806-188 x13x 1125115

22672- 21620
\36478-35344x14625-13225

1052

A/1134x 1400

1052
126(

= 0.83

You can see that the two approaches give the samdt. This is
because the formula of the raw scores method igatde from the formula
of the deviations from the mean method. You willd#o note that when the

179



scores are large and the means of X and Y are wihhbers, the deviations
from the mean method becomes simper to handlewBah the means of X
and Y are not whole numbers the raw score methpckeferred.

Self Assessment Exercise
Use any method to calculate the Pearson r of ttee da
SIN 1 2 3 4 5 6 7 8 9 10
X 51 44 70 32 65 67 19 71 45 80
Y 49 41 45 31 50 61 11 64 21 7%

3.4 Spearman Rank Order Correlation Coefficient +ho

This correlation coefficient was developed indemsly by
Spearman and Brown. This is why it is sometimesrretl to as Spearman-
Brown Rank Order Correlation Coefficient.

It is more popularly known as Spearman rho, bec&pEarman was
the first to publish it. It is an approximationtbe Pearson r. It is used when
the scores in each variable arc ranked in the shraetion, with respect to
magnitude.

So, in the use of Spearman rho, ranking is empéaslz must be done and
correctly too.

3.4.1 Calculation of Spearman Rank Order Correlatn

2
The formula is given by: rho £ N6%2D 1

Example 3:

Calculate the rho of the data presented below:

180



SIN 1 2 3 4 5 6 7 8 9 10
X 51 44 70 32 65 67 19 71 45 8(
Y 49 41 45 31 50 61 11 64 21 1%
SIN X Y RX RY D D

1 51 49 6 5 1 1
2 44 41 8 7 1 1
3 70 45 3 6 -3 9
4 32 31 9 8 1 1
5 65 50 5 4 1 1
6 67 61 4 3 1 1
7 19 11 10 10 0 0
8 71 64 2 0 0
9 45 21 7 9 -2 4
10 80 75 1 0 0
) 10
Steps:

I Complete the composite table by getting thé&kseend the differences
between the ranks.

2
L 6> D
N(NZ -1

. Apply the formula: rho =
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o = 1 6x18 _ 1 108 _ 1_@
161102 ~1) 10x99 99C

= 1-0.109 = 0.891

3.5 Point Biserial Correlation Coefficient - rpbi

You have worked through the Pearson r and SpearimanLet us
close this unit with the point biserial correlationefficient which is used
when one variable has dichotomized values. .Tymgaimples of variables
which can use rpbi are scores and sex.

Example 4:

SIN| 1 2 3 4 5 6 7 8 9 10 11

N
LA

X110 | 15| 11| 13| 12| 18 2C 14 1

Q)
[EY
\‘
Q
(o]

Y| G B G B G G B G B B B

The formula for this is given by: rpbi ngixq\/D_Q= XPS—1 Xtm
wherexp = mean score of the continuous variable of thesup

that belongs to the natural dichotomy p.

Xq = mean score of the continuous variable of thesup
that belongs to the natural dichotomy q.

st = standard deviation of the total scores fonthele group

on the continuous variable.

p = proportion of the number of members in subgroup
p.
q = proportion of the number of members in subgrq.

Now, let us look at the steps you can follow:

I Find Xp= mean for the proportion of boys and the group.
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15+13+20+16+17+09+07 97 _

. Find Xq= mean for the proportion of girls in the group.

7

_ 10+11+12+18+14 _65_ 14
5 5
ii. Find p=7/12=0.58
Iv. Findq=5/12 =0.42.
V. Find St.
SIN X X-X | (X-X)?
1 10 -3.5 12.25
2 15 1.5 2:25
3 11 -2.5 6.25
4 13 -0.5 0.25
5 12 -1.5 2.25
6 18 4.5 20.25
7 20 6.5 42.25
8 14 0.5 0.25
9 16 2.5 6.25
10 17 3.5 12.25
11 09 -4.5 20.25
12 07 -6.5 42.25
X 162 13.5 | 167.00
St = r Zk-X) = 167

12

13.86

v1392
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= 3.73
. rpbi = %\/ﬁ = %71;’0‘*\/0.5& 0.42

= 0.2305563 x 0.493558
= 0.1137963 = 0.11
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Self Assessment Exercise

Find the rpbi of the following data:

SIN| i 2 3 4 5 6 7 8 9 10 11 12 18
X | 60| 40| 55| 20, 70, 35 48 15 5 25 30
Y 6| B|B| G| B| G| B| G| B| G| B| G| G

O
w
O
a
\l
o

4.0 CONCLUSION

A very good number of research studies tend torohete the nature and
scope of relationships which exist between two ooranvariables being
investigated.

In this unit, you have seen that the degree oftiogiship which exists
between variables is referred to as correlationu Yiave also noted that the
statistical index of measuring the relationshipalied correlation coefficient.

This correlation coefficient presents a picture hmiw a change in one
variable results in a change in the correspondareetated variable. The result of
the correlation tests can be used for predictivgpgaes. But they cannot be used
for establishing a cause-effect relationship betwiea variables.

50 SUMMARY

In this unit, you have learnt that correlation e textent or degree of
relationship between two variables while the inégéowing the degree of such
relationship between the two variables is i cattedelation coefficient Correlation
values range from-1 to+1. Scatter-grams of diffefeypes of relationships were
shown. Pearson Product Moment Correlation Coefftoxtherwise called Pearson
r was also discussed with the two methods for thmputation. These are the
deviation and the raw score methods. The methadsdiaulating the Spearman
rho and the Point Biserial Correlation (rpbi) wdiscussed in detail. The next unit
will take us to the test of hypotheses to compilletemodule.

6.0 TUTOR MARKED ASSIGNMENT
I Using any convenient correlation method, caltilahe correlation
coefficient of the data given below:

5/N| 1 2 3 4 5 6 7 8 9, 10 11 12
X131 | 24 50| 12| 45 44 09 51 26 60 15 10
Y |1 29| 21| 25| 11| 30f 41 01 44 11 55 05 03
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. What is the interpretation of the correlati@sults?
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1.0 INTRODUCTION

Hypothesis is can be considered as the major imstniiin research. The
formulation of a very good hypothesis goes handbind with the selection of a
good research problem. A hypothesis, is a tentétiveeh, which explains the
situation under study. In other words the researdaesigns the study to prove or
disprove it. Every researcher looks for a workongpositive hypothesis. This is
because it is very difficult, laborious and timeasoming to make adequate
discriminations in the complex interplay of factgsh@ut hypothesis. A hypothesis
gives definite point and direction to the studyplevents blind search and
indiscriminate collection of data and helps to mdlithe field of inquiry. Now let
us look at the concept of hypotheses in details.

2.0 OBJECTIVES
At the end of this unit, you will be able to;-

I. Explain the concept of hypothesis

li. Discuss the importance of hypothesis

lii. Describe the sources of hypothesis

Iv. Explain the types of hypothesis

v. Explain the characteristics of a good hypothesis

vi. Formulate the types of hypothesis.
3.0 MAIN CONTENT

3.1 The concept of hypothesis

Hypothesis whose plural is hypotheses, is derik@d a Greek word called
‘hypotithenai’ which means ‘to put under’ or ‘toppose.” When a hypothesis is
put forward as a scientific hypothesis, a scientifiethod is required to test it.
Etymologically hypothesis is made up of two worthypo” (less than) and
“thesis”, which means less than or less certain théhesis. It can be regarded as
the presumptive statement of a proposition or aaeable guess, which is based
on available evidence, and which you as a reseasgek to prove by having the
study. Lundberge described hypothesis as a teatgéwueralisation, the validity of
which remains to be tested. In a layman’s vievpdilgesis may be described as a
hunch, guess, imaginative idea, which becomesdhis lfor action or
investigation.

In their own description, Goode and Hatt see Hyggis as a proposition which
can be put to test to determine its validity. Ledaok at hypothesis as a statement
temporarily accepted as true in the light of wisdknown about a phenomenon, at
a time, and it is employed as a basis for actiadhénsearch of new truth.
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You can now see that hypothesis is a tentativengson drawn from knowledge
and theory and it is used as a guide in the ingatstin of other facts and theories
that are yet unknown.

It can also be taken as a guess, a suppositiotentaive conclusion as to the
existence of some facts, conditions or relatiorshgbative to some phenomenon.
it serves to explain such facts as already knawexist in a given area of research
and to guide the search for new truth.

Hypothesis shows a reflection of the researchréss as to the probable outcome
of the experiments or investigation

You can take a hypothesis to mean a shrewd antigete guess, a supposition,
inference, hunch, provisional statement or ten¢agi@neralization of the existence
of some facts, conditions or relationships relatveome phenomenon which
serves to explain already known facts in a giveraaf research and to guide the
study to arrive at new truth on the basis of eroplrevidence. It is then put to test
for its tenability and for determining its validity

Most of the times we regard a research hypothesssmedictive statement,
capable of being tested by scientific methods, Wwitates an independent
variable to some dependent variable. For instamcean say that learners who
receive facilitation on line do better than thoseowdo not have on-line facilitation.
“There is a positive relationship between acadeanlievement scores and scores
on completion of self study material in Open andt&ice Learning ”

3.2 IMPORTANCE OF HYPOTHESIS

Hypothesis is recommended for all major studiesxalain observed facts,
conditions or behaviour and to serve as a guidleanmesearch process. The
importance of hypotheses may be summarized as®llo

1. It facilitates the extension of knowledge inagiga. It provides tentative
explanations of facts and phenomena, and can tesltesd validated. It sensitizes
the investigator to certain aspects of situatiohglware relevant from the
standpoint of the problem in hand.

2.1t provides you with rational statements, cansijsof elements expressed in a
logical order of relationships which seek to ddseor to explain conditions or
events, that have not yet been confirmed by fatt®nables you to relate
logically known facts to intelligent guesses abanitnown conditions. It is a guide
to the thinking process and the process of disgover

3 It provides direction to the research. It defimét is relevant and what is
irrelevant. It tells you such specific needs yoad® do and find out in your
study. Thus it prevents the review of irrelevatdriiture and the collection of
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useless or excess data. It also provides a lssglecting the sample and the
research procedures to be used in the study. @hstgal technigues needed in the
analysis of data, and the relationships betweendhables to be tested, are also
implied by the hypotheses. Furthermore, the hygs#h help the researcher to
delimit his study in scope so that it does not beetroad or unwieldy.

4. It provides the basis for reporting the conduasiof the study. It serves as a
framework for drawing conclusions. You will findvery convenient to test each
hypothesis separately and state the conclusiohsitbaelevant to each. On the
basis of these conclusions, you can make the @segport interesting and
meaningful to the reader. It provides the outlioedetting conclusions in a
meaningful way.

3.3 SOURCES OF RESEARCH HYPOTHESIS
Research hypotheses may be derived directly frenstdtement of the problem;
they may be based on the research literature, sorve cases, such as in
ethnographic research, they may be generated fedanamllection and analysis.
The various sources of hypotheses may be
» Review of similar studies in the area or of thelgs on similar problems;
» Examination of data and records, if available, esning the problem for
possible trends, peculiarities and other clues;
» Discussions with colleagues and experts aboyprblglem, its origin and
the objectives in seeking a solution.
> Exploratory personal investigation which invohagyinal field interviews
on a limited scale with interested parties andwviadials with a view to
secure greater insight into the practical aspdatssoproblem.
> Intuition is often considered a reasonable soafeesearch hypotheses --
especially when it is the intuition of a well-knowesearcher or theoretician
who “knows what is known”
» Rational Induction is often used to form “new hipeses” by logically
combining the empirical findings from separate amgfaresearch
» Prior empirical research findings are perhapsibet common source of
new research hypotheses, especially when carefoithbined using rational
induction
» Thus hypothesis are formulated as a result of piaking about the
subject, examination of the available data and natecluding related
studies and the council of experts.

3.4 TYPES OF HYPOTHESIS
A research hypothesis is a predictive statemettréiates an independent
variable to a dependent variable. It must contifeast, one independent and one
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dependent variable. It must be stated in a tesffabh for its proper evaluation.
You already noted, that it is formulate to indecatrelationship between the
variables in clear, concise, and understandabtpukge. Research hypotheses are
classified as being directional or non-directional.

3.4.1 Directional hypothesis: All hypotheses whatipulate the direction of the
expected differences or relationships are knowtirastional hypotheses. For
example, the research hypothesis: “There is afsignt positive relationship
between learners’ scores in English and their sicognglish Literature” is a
directional research hypothesis. This hypothasisws that learners who score
highly in English also score high in English Liteenae, and therefore stipulating
the direction of the relationship.

3.4.2 Non-directional hypothesis: This is a aesk hypothesis which does not
specify the direction of expected differences tatrenships. For instance, the
hypotheses: “There will be significant differenoghe achievement scores of male
and female learners in Statistical Methods. Yause that this hypothesis
stipulates that there will be a difference, butdirection of the difference is not
specified.

A research hypothesis can also take the statistoal, declarative form, the null
form, or the question form.

3.4.3 Statistical hypothesis:. A statistical hysils is given in statistical terms and
used to test whether the data collected suppa#fote the research hypothesis.
Technically, it is used in the context of inferahBtatistics as a statement about
one or more parameters that are measures of thegbiops under study. Most of
the times, they are given in quantitative terms.ifstance: “The mean
achievement score of learners taught through dit&ion is equal to the mean
achievement score of the learners taught throughigdl facilitation.” We can
therefore say that statistical hypotheses are,aroed with populations under
study. We use inferential statistics, to draw ¢asions about population values
even though we have access to only a sample ofiparits. We normally use
inferential statistics by translating the resedrgpothesis into a testable form,
which is called the null hypothesis. An alternatoredeclarative hypothesis
indicates the situation where the null hypothesisat true. The stated hypothesis
will differ depending on whether or not it is aaltional research hypothesis.
3.4.4 Declarative hypothesis: This is used whemekearcher makes a positive
statement about the outcome of the study. Foamugt, the hypothesis: “The
academic achievement of male students is significAigher than that of the
female students in Physics,” is a declarative hypsis. In this case, you as a
researcher make a prediction based on your theaké&irmulations of what should
happen if the explanations of the behaviour yotelgiven in your theory are
correct.
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3.4.5 Null hypothesis: Here you make a statemaattrib relationship exists. For
instance, “There is no significant difference bedwéhe academic achievement of
open and distance education students and thabmfeational education students,”
this is an example of null hypothesis. Since hypotheses can be tested
statistically, they are also regarded as statistiggotheses. They can be called the
testing hypotheses when declarative hypotheseasstex statistically by

converting them into null form. It states that ewehere it seems to true, it is due
to mere chance. lItis left for you to reject thdl hypothesis by showing that the
outcome mentioned in the declarative hypothesismscand that it cannot be

easily dismissed as having occurred by chance.

3.4.6 Question form hypothesis: In this case,estion is asked as to what the
outcome will be instead of stating what outcomexigected. For instance, if you
are interested in finding out whether the use ofigater in learning has any
relationship to academic performance of studen@Dh, then, the declarative
form of the hypothesis should be: “The use of cotapin learning will increase
the academic performance of students in ODL".

The null form would be: “ The use of computereatning will have no effect on
the academic performance of students in ODL.” Bhiews that no relationship
exists between the use of computer in learningaatademic performance of ODL
students.

The question form can be stated as follows: “id use of computer in learning
increase the academic performance of students ic?OD

3.5. CHARACTERISTICS OF A GOOD HYPOTHESIS

A good hypothesis must have the following chanrssties:

1) It should be clear and precise. If the hypothissi®t clear and precise, the
inferences drawn on its basis cannot be takenliablee

i) i) It should be capable of being tested. A hyyesis “is testable if other
deductions can be made from it which, in turn, lbarconfirmed or
disproved by observation.”

i) i) It should state relationship between variaghlé it happens to be a
relational hypothesis.

Iv) iv) It should be limited in scope and must be #pgecyou must remember
that narrower hypotheses are generally more testgbl should
therefore develop such hypotheses.

V) V) It should be stated as far as possible in miogple terms so as to be
easily understandable by all concerned. But yue @ remember that
simplicity of hypothesis has nothing to do withstgnificance.
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vi) vi) It should be consistent with known facts itenust be consistent with a
substantial body of established facts.
vii) It should be amenable to testing within as@aable time. You should not
select a problem which involves hypotheses thahat@agreeable to testing
within a reasonable and specified time.
viii) It must explain the facts that gave rise he need for explanation. This means
that a hypothesis must actually explain what ilnetato explain, it should have
empirical reference.

UNIT 7
TESTING OF HYPOTHESIS
1.0 Introduction
2.0 Objectives
3.0 Main Content
3.1 Selection of the Level of Significance or Adpbevel
32 Degrees of Freedom
3.3 Type l and Type Il Errors
3.4 Two-tailed and One-tailed Tests
3.5 The T-test
3.5.1 Difference between Population and Samplenslea
3.5.2 Difference between Two Independent Sampleans
3.5.3 Difference between Two-matched Sample Means
3.5.4 Testing Hypothesis about Correlations
3.6 Analysis of Variance (ANOVA)
3.7 The Chi-Square
4.0 Conclusion
5.0 Summary
6.0 Tutor Marked Assignment
7.0 References and Further Readings

1.0 INTRODUCTION

In Module one, you were introduced to the typelygotheses. In this unit,
you will learn how to test the hypotheses usingesaoifithe statistical tests.

The purpose of testing a hypothesis is to deterriagorobability that it is
supported by facts. You may test a hypothesis Iplyamy it to already known
facts or taking it as a new appeal to experientes $ame mental technique to
problem-solving is also employed by science antbpbphy.
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Hypotheses are used as indicators of the realisBavers which researchers
have to their stated problems or questions in reeeé&0o when hypotheses are
tested, the results lead to establishment of netg far confirmation of old ones. If
a hypothesis is successfully verified or tested emafirmed to be true, it is then
used to support a theory.

In other words, theories are developed, tested camdfirmed in research
through the process of hypothesis testing. Thigideto the generation or
advancement of knowledge. In this unit, you arengoio be exposed to the
rudiments of the processes involved in testing kypsges,

2.0 OBJECTIVES
After going through this unit, you will be able to:

()  explain the alpha level or level of confiderared degree of freedom;

(i)  discuss the two types of errors in hypothéssing;

(i) use the t-test to test a given null hypotisesi

(iv) use the relationship between correlation domfht and t-test in hypothesis
testing;

(v) use analysis of variance to test hypothesis;

(vi) use chi-square to test hypothesis;

(vii) explain the meaning of one-tailed and twddditests.

3.0 MAIN CONTENT
3.1 Selection of the Level of Significance or Alphkevel

In proposing your hypothesis, you must include anfidence Ilimit,
otherwise called alpha level) or significance level.

In most researches in education, two alpha levasuaed. These are 5%
(0.05) and 1% (0.01). If you choose 5% in a paldicstudy, the implication is that
if your study is replicated 100 times, the samecone will occur 95 out of 100,
and 5 out of 100 may vary due to chance. If it% (D.01) level of significance, it
means that if your study is replicated 100 times) gre sure 99 out of 100 will be
correct while 1 out of 100 may vary due to charadrs. This is a more rigorous
confidence level.

At this point, you need to note that when you &ehbypothesis, you are only
dealing with probability of something being truefalse. Hypothesis testing helps
you to make predictions ' and not to establish atws. It does not provide
absolute proof. In other words, a hypothesis cabeoproved absolutely true or
false.

3.2 Degrees of Freedom
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This is the number of observations which are freevary when certain
restrictions have been placed on the data beingidered, Take for instance, in
your class, you ask your students to provide any fuumbers which would be
added to 4 to add up to 24. In this case, it isdjxother numbers can vary. But no
matter how they vary, 4 must be added to sum utorherefore, the degree of
freedom here is N - 1, where N is the total nundfezhoices while 1 is the fixed
variable. As we go on, you will see the modal fettigng the degrees of freedom
for different tests.

3.3 Type l and Type Il Errors

When you embark on a research study which involihes testing of
hypothesis, the level of significance and the degrefreedom will enable you to
take a decision about whether to accept or notte® (reject) the hypothesis. If
the null hypothesis which you have proposed is &mnek you accept it because your
evidence supports it, then you are quite in ordkers correct. But if the null
hypothesis is true based on the available evidandeyou reject it, it is not correct.
It is an error. Thus, the rejection of a true mylpothesis when it should have been
accepted is known as Type | error.

On the other hand, if the null hypothesis is faled you accept it, instead of
rejecting it, you are also not correct. In otherdg) the acceptance of a false null
hypothesis when it should have been rejected esnexf to as Type Il error.

You have to note that as you try to minimize typerrior by becoming too
rigorous, may be you reduce the significance lénah 5% to 1%, you stand the
chance of making type Il error by increasing thesleof significance from 1% to
5%.

3.4 Two-tailed and One-tailed Tests

When a hypothesis is stated in such a way thato@sadnot indicate a
direction of difference, but agrees that a diffeeeexists, we apply a two-tailed
test of significance. Most of the null hypotheses tavo-tailed because they do not
indicate the direction of difference. They merelgts that there is no significant
difference between A and B. For instance, thermoissignificance difference in
academic performance between those who went torédde@evernment Colleges
and those who went to State Schools,

When hypothesis is stated to indicate the direatiodifference, it is called a
one-tailed test. For example, people who live ghhaltitude areas perform better
in long distance races. People who have stout bode better in short-put.
Expensive cars are better in performance etc.

194



3.5 The T-test
The t-test otherwise called the student's t-tesinisnferential technique. It
was developed by William Gosset in 1908. Therevar®us t-test techniques used
for various tests of hypothesis concerning theofeilhg:
I difference between population and sample means;
. difference between two independent samplesnsiea
li.  difference between matched samples' means;
Ilv.  the significance of Pearson r;
V. difference between correlated coefficients;
vi, difference between variances that are corrdlate
We are not going to treat all these in this couns#,during your master's
degree programme, you will have all or most of thér this unit, we shall take
only three methods, Before we go into that, yod ivlve to note that there are
conditions for the use of t-tests. These are:
I there must be two groups to be compared;
. the population from which the samples are drammst be normally
distributed;
lii.  the population variances are homogenous;
lv. the samples are independent or randomly draam the population;
V. the variables have continuous values;
vi,  suitable for both large and small samples (mitless than ten).
Note that any sample size less than 30 is regaadesinall, but when the sample
size is more than 30, it is regarded as large.prbeedure for carrying out z-test is
the same to that oft-test. While z-test is spegifijcused for large samples, t-test
can be used for both small and large samples. WHest is used for large
samples, it approximates to z-test.

3.5.1 Difference between Population and Sample Mean
When you want to compare a population and samplensmeyou will use this
mode:

_ X
slVn-1

where X = sample mean

= population mean
S = standard deviation
n = number.

For instance, you are given that the mean achieneseore of all SS.I
students in lhitte/Uboma, in an English standaulizest is 55%. A teacher
conducted a study to verify this claim. He useds&5l students in that locality. He
drilled them on the different aspects of EnglisHatyus for SS.I, for about eight
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weeks. At the end, the teacher administered thédbnigst on the 25 students. His
results are 59.85 as mean and 8.50 as standaatidavi

The first step is to propose a hypothesis (Ho). ¥aun say the sample mean
of 59.85 is not significantly grater than the p@tidn mean of 55, at an a level of
0.05 or you can say that there is no significaffed@nce between the sample mean
of 59.85 and population mean of 55.

X—n v _ _ _
t= wherex =59.85,u=55, S =8.50 and n =25
S/\/n—l "
{=2985-55 = 485 o4 =  057x4.899 = 2.795
85 8.5C
\V25-1

At this point, you have to take a decision. Thidl vide based on the
comparison of the calculated value oft-test andvtiiee oft-test on the table or the
critical region.

Now that tg = 2.795, df - 25 - 1 = 24, alpha level - 0.05

tanat(25 1 0.05) = 2.060.

For decision rule, if calculated value is greabtamt the value in the table or
critical value, Reject the null hypothesis. Buthé calculated value is less than the
value on the table, Accept ho.

From this result,cf is greater than thedi.e. 2.795 > 2.060. We therefore
reject that there is no significant difference betw the population mean and the
sample, mean. It implies that there is a significdifference between the two
means.

Self Assessment Exercise

What do you understand by the following:
(@ P<0.05

(b) degree of freedom

(c) Typeland Type Il errors

(d) Two tailed and one tailed test.

3.5.2 Difference between Two Independent Samples’édns

In section 3.5.1, you learnt how to find the t-tebtsignificance when the
population mean and the sample mean are given. Maste times, you will be
confronted with a situation where two samples amdomly and independently
drawn from a normal population. If the varianceshaf samples as estimates of the
population variance do not differ significantly ane homogenous, we can then say
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that they have a t-distribution, This is particlyarhen the samples' sizes are not
large. Remember that a large sample size is fromr@Dabove. The t-statistics
which you can use in this case is as follows:

t _ X-X

\/_(nl -5’ +(n, -1S,*[n, +n,)

(n,+n,-2)n,xn,

X, —X
where S1 = M
n -1

Example 2:

A teacher wanted to compare the academic perforenahtwo sets of students in

his school with a view to finding out whether theirean performances are
significantly different. He collected samples o¢ ttwo sets. His results are shown
in the table below:

Set Mean PerformangeStandard deviation No. of Samples
2005 50% 14.50 80

2006 58% 12.00 75
Solution:

I Propose a null hypothesis:H here is no significant difference between the

mean performances of the students from the two sets

X -X

\/ (nl _1)812 +(n2 _1)822 (nl + nz)

(n,+n,-2)n, xn,

. t =

58-50

\/[(75— 112? + (80~ 1)(14.5% {75+ 80)

(75+80-2)75x 80

8
\/[(74)144+ (79)21025|(155)
153x 6000
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8
\/(10656+ 1660975)155
918000

8
\/2726575>< 155

918000

- (42261913
918000

8 8

\J4.6036942 2.145622:
= 3.7285224 3.73

ii. Decision:

tca = 3.73, tpat (75 + 80 — 2 : 0.05/2) wgat 153 : 0.05
tca = 3.73. 1(153:0.025) = 1.96

Since ta is greater thanit, we reject K. It means that there is a significant

difference between the mean performances of thesétgof students.

Self Assessment Exercise
The result of a researcher’s study, to find outhére is a significant difference

between the performances of males and females iddss is given below:

Gender Mean PerformanceStandard deviation No. of Samples
Males 65% 11.50 45
Females 58% 14.20 40

Are the gender-wise performances significantlyeatdht?

3.5.3 Difference between Two-matched Sample Means

Most of the times, researchers are faced with ssitnations where they have to
compare the performances of a set of studentsondifferent subjects or related
subjects, reaction times, tolerance levels to tyaes of drugs or situations etc.
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When this happens, the pairs of samples are nepermtient. The samples can be
constituted through randomization. Therefore, & ttamples are matched, we
assume that there is no difference between theset® of scores or variables. It

. . — = - = d -
implies thatX, - Xz. SoX:-X. =d, andz—=d=0.
n

d
SWn1

whered = %, S = standard deviation of the ds.

The t-statistic is therefore given by the formula:

Example 3:

A set of students took tests in both Mathematiat Statistics. Their results are as

follows:

SIN 1 (213|456 7 8 9 101|12|13|14(15|16|17|18
Mathematicg50 |65 |70 |35 |44 |52 (67 |72 |48 |38 |59 |65 |62 |40 |54 |64 |70 |55
Statistics 4860 |74 |30 |40 |50-/69 |70 |50 |42 |60 |70 |60 |29 |52 |61 |70 |53

Are the results significantly different?

I Complete the table by getting d = differencadér) between Mathematics

and Statistics.

S/N Mathematics Statistics D o3
1 50 48 2 4
2 65 60 5 25
3 70 74 -4 16
4 35 30 5 25
5 44 40 4 16
6 52 50 4
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7 67 69 -2
8 72 70 2
9 48 50 -2
10 38 42 -4 16
11 59 60 -1 1
12 65 70 -5 25
13 62 60 2 4
14 40 29 11 121
15 54 52 2 4
16 64 61 3
17 70 70 0
18 95 53 2 4
> 22 286
ii.  Find d= mean ofd —Z—nd:i—: =122.
jii. Find Zd? = 286.
Ilv.  Find S - standard deviation.
< \/ nS d? - (3 df 18x 286x 227
18
18 18
16.097
r substitute for the formula: t = a*/';__l
feoor R
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Decision: 3 =0.313,¢pat (17 : 05) - 2.131
Since ta is less thand, (critical value), we ACCEPT that there are no Bigant
difference in the result§R that the results are not significantly different.

3.5.4 Testing Hypothesis about Correlations

In the sections you have studied, you have seentkest can be used in
different forms. You will have to note that wherplyheses testing involve the use
of correlation coefficients, there are two waysdst them.

The first which you are familiar with is to use ttable and find out if the
correlation coefficient is significant.

The second is that, in stead of using the cormiatpefficient directly from
the table, you can subject it further to a t-testhis case,

— 2 —
1-r or t - n-2

t =
n-2 1-r?

Example 4:

A teacher wanted to find out whether students'escan Technical Drawing have

any significant relationship with their scores iratdematics. He used the Pearson

Product Moment Correlation Coefficient to do thie came out with a correlation

coefficient of r - 0.60, N = 50.

To find out if this is significant:

I Propose a null hypothesis: The students' sciord¥®chnical Drawing and
Mathematics are not significantly relate@R, There is no significant
relationship between the students' scores in bath&matics and Technical

Drawing.
. Substituting with the formula:
¢ = dn-2 _ 00 ¥50-2  _ 060/48
1-r? \1- 0607 J064
41569219
- 0.8
= 5.196

lii.  Find the critical value by using t(50 — 1 : @05) = 2.021.

Iv.  Since ¢y is greater thana i-e. 5.196 > 2.021, we reject the null hypothesis
and say the students* scores in Mathematics anthnlea Drawing are
significantly related.
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Self Assessment Exercise

In a research study, it was found that the coilmgiatoefficient of two variables
was 0.72 and the number of the respondents walrbpose a null hypothesis and
test it using this information at 0.05 levels.

3.6 Analysis of Variance (ANOVA)

In the sections earlier, you studied the t-test @&sduses in verifying
hypotheses. In the test for hypothesis, we can aigdy the analysis of variance
(ANOVA) which is referred to as Fishers Test (Fotes

It is a more versatile test which can be used witveoeor more variables are
involved for comparison. You can see that if mdr@nttwo groups or variables are
involved the z or t-tests cannot be used; ANOVAused to determine the
interaction effect of two or more variables, espkgiwhen the means of the
sampled groups differ between and/or among thepgrou

Example 5:

Scores of three randomly selected groups of stsdanan English test are given

below.

GP 1|15 20 12 10 9 7 6 11 18 14

GP2 |13 12 15 19 20 11 8 14 10 9 4
GP3 |18 16 13 9 8 4 20 18 12 7 10

Test the hypothesis that the three groups do rohbdo the same population.

SIN

X1

X2

X3

X412

X2?

X3?

1

15

13

18

225

169

324
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2 20 12 16 400 144 256
3 12 15 13 144 225 169
4 10 19 100 361 81
5 9 20 81 400 64
6 7 11 49 121 16
7 6 8 20 36 64 400
8 11 14 18 121 196 324
9 18 10 12 324 100 144
10 14 7 196 81 49
11 5 4 10 25 16 100

z 127 135 135 1701 1877 1927

X 11.55 12.27 12.27

Find:

1. 2X1= 22X+ 22X+ 2X3 = 127 +135+135 = 397

2. IX%=IX? +3IX35 +3IX3 = 1701 + 1877 + 1927 5505

3. N. = N; + N2 + N3 =11+11+11 = 33

We shall take the correct factor to QNXJ %

1
4, Sum of squares total ($S =D X,*- (ZN?)Z = 5505—%9
= 5505 — 4776.03 #28.97
5. Sum of squares, between grouppSS

SS

Ex,
N

1

FLExf (5,

N

Ny

1277 13% 135 397
+ + -

11

11

11

33

y_&Ex)
N

1
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= 1466.2727 + 1656.8182 + 1656.8182 — 4776.03

= 477919091 — 4776.03 = 3.891
6. Sum of squares within group (9SSSy = SS—-S$ = 728.97 — 3.8791
= 725.09
7. Degree of freedom, betweengdf = K-1=3-1=2.

8. Degree of freedom, within (@& N—-K=33-3:30.
Where N = total number of sample

9.  Variance, between groups,)V - % _ 3-82791
b
= 1.94
10.  Variance, within groups ¢y - SS 72509
df,, 30
= 24.17
11. F-raio=" = 4 - 0.08
\ 2417

w

12. Determine the critical value of F.
From the calculation df = 2 and df = 30, go to the F-table and find the
point of intersection of 2 and 30 at 0.05 levelisTiill give you the F-value
i.e. 3.32.
13. Decision: F -value calculated = 0.08
F - value critical = 3.32
Since the calculated value is less than the criialue for the degrees of freedom
2 and 30, and alpha level of 0.05, we ACCEPT thehypothesis that the scores
are not significantly different.
For the purpose of presenting the result in a rebe@port, a summary of
the results is shown in a table while the compaitetiare shown in the appendix.

Thus:
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Sources of Sum of |Degree ofVariance| Fcal | F-crit Decision
Variation squares | freedom
Between groups 3.8791 2 1.94 0.08 3.2 Accept ho
Within groups 725.0900 30 24.17
Total 728.9691 32

Self Assessment Exercise
SIN 1 2 3 4 5 6 7 8 9 10
X1 6 7 13 8 12 ) 10 6 9 11
X2 15 14 10 12 13 11 14 10 12 13
X3 5 8 10 15 4 13 7 13 6 9
X4 10 7 5 8 9 8 6 4 7 3

Use the data above to verify a null hypothesis@.0
Now that you have seen ANOVA and how to use it,o&a now go to the next
test. But before we do that, you have to note ANDVA can be one-way as in the
example given, two-way or multiple ANOVA. We aretrgwing to discuss these
other ones here. However, you will meet them inclgdANCOVA - analysis of
covariance in your master's degree programme. o, ket us turn to the chi-
square.
3.7 The Chi-Square

The word chi is pronounced kai. The chi-square tesh of independence
which is used for analyzing data that are in thenfof frequencies occurring in
two or more mutually exclusive or discrete varigbleeing compared. The test

allows us to determine whether or not a signifiadifference exists between the
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observed frequencies of cases in each categornjamdbles studied versus the
expected frequencies or data or number of casesch category of variables
based on the null hypothesis. The observed frequendata obtained from the
actual frequency count while the expected is thea daat would be obtained if
equal numbers responded to the same variablesleqiiak larger the margin
between the observed and the expected frequeneys;dbe higher the chi-square
value. You can compare the calculated chi-sqagagnst a given critical value to

determine whether it is significant. The formula ébi-square is:

2 Z(fo _fe)2

X =S where §, is

e

the observed frequency, and

fe is the expected frequency in each cell.

Example 6:

A survey to determine the preference pattern ofesgarents on the choice of
courses for their children is given in a table beldJse a null hypothesis to
determine whether the indicated preference paisestatistically significant.

Frequency Business Law Medicine  Engineeting Total
Observed 24 50 52 34 160
Expected 40 40 40 40 160

Steps:

I State the null hypothesisoHThere is no significant difference between the
expected and observed preference pattern of teaisaat 0.05 alpha levels.

ii.  Apply the chi-square formula in each cell anansup at the end.

(O-E)? (24-40° _

E 40

1. For Business = 6.4
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2 2
2. For Law = (O_—E) = (50-40) = 2.5
E 40
2 2
3. For Medicine = ©-Ey = (52-40) = 3.6
E 40
2 2
4. For Engineering = ©-ef - Ba-40) _ 0.9
E 40
2
-2ZOE - g4425+36+09 = 134

E

To take decision on the significance of tkfevalue, you have to find the
degree of freedom df. The example discussed alsoa@eone-variable case, so the
df is given by: df =K - 1, i.e. (4 - 1) = 3. Asual, go to the chi-square table and
look under df = 3, and your alpha level, which ¢&n0.05 or 0.01. Again, if the
calculated value exceeds the value on the table rgpect the null hypothesis. In
this case¢ at 3 : 0.05 - 7,82. This is less than the caledlatalue, so we reject the
null hypothesis.

Most of the times, researchers are confronted wita test for the
independence of two variables. For instance, geaddropinion, or religion and
choice or age and opinion. Again, each of the
variables may have two or more levels. The obseanebthe expected frequencies
arc presented in a table called contingency tdblBas a number of rows and
columns.

Example 7:
The enrolment pattern of students to different anad programmes according to
religion is given in the table below. Calculate tti®-square and test for the

significance at 0.05.

Religion Academic Programmes
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Business Law Medicine | Engineering Totals
Christianity 50 35 48 45 178
Islam 30 45 35 50 160
Traditional 45 30 25 40 140
Godian 25 20 30 28 103
Totals 150 130 138 163 581

To solve this problem, take the table above as tdide of the observed
frequencies. Therefore, you will need the tabletfar expected frequencies. To
find the expected frequency for each cell, appé/firmula:

column totlx row total
overal total

Example, for cell 1, where the observed is 50 ek@ected is given b§7—52>;78 =
45.96.

For the next cell where the observed as 35, theatgd is given by1'—3g;i78:

39.83 etc.
The expected frequencies are better presentedabla like the observed. See the
table below
Religion Academic Programmes
Business Law Medicine | Engineering Totals
Christianity 45.96 39.83 42.28 49.94 178
Islam 41.31 35.80 38.00 44.89 160
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Traditional 36.14 31.33 33.25 39.28 140
Godian 26.59 23.05 24.46 28.90 103
Totals 150.0 130.01 138.00 163.01 581

: O-E)’
To get the chi-square value, we L:ZG(E—)

Instead of taking the cells one by one, we uséla ta do the same thing in a short

time. Let us use a table to calculate the chi-sguar

o) E O-E (O-B) | (O-EJE
50 45.96 4.04 16.32 0.36
30 41.31 -11.31 127.92 3.10
45 36.14 8.86 78.50 2.17
25 26.59 -1.59 2.53 0.10
35 39.83 -4.83 23.33 0.59
45 35,80 9.20 84.64 2.36
30 31.33 -1.33 1.77 0.06
20 23.05 -3.05 9.30 0,40
48 42.28 5.72 32.72 0.77
35 38.00 -3.00 9.00 0.24
25 33.25 -8.25 68.06 2.05
30 24.46 5.54 30.69 1.25
45 49.94 -4.94 24.40 0.49
50 44.89 5.11 26.11 0.58
40 39.28 0.72 0.52 0.01
28 28.90 -0.90 0.81 0.03
14.56

From the calculation shown above, the calculatdaevis:

x=1456,df=(c-1)(r-1)-(4-1) (4 -19-
For decision, go to the table to look for the cativalue at df = 9, alpha = p =
0.05. X 2tab -16.92.
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Since the calculated value of 14,56 is less tharcthical value of 16.92, we
Accept the null hypothesis that there is no sigaift difference between the

observed values and the expected values.

Self Assessment Exercise
Use the data below to verify your proposed nulldtiagsis:

Gender VX VY \YV4 Total
Male 55 40 50 145
Female 35 25 40 100
Total 90 65 90 245

4.0 CONCLUSION

Now that you have successfully worked through tim& on how to test
hypotheses, you are now prepared to carryout yesearch project work. But
before you go properly into that, we shall introeyou to how to write research
reports in the next unit.

50 SUMMARY
In this unit, we have discussed the selection efalpha level or significance
level and we said the two most common alpha lewsdsl in research are 0.05 and
0.01. We touched upon the degrees of freedom, Tygeor and Type Il error as
the likely errors that can be made in decision mglkn the test of hypothesis.
Hypotheses can be frame in two formats, which arectional and non-
directional. This implies that we have two typeis-a-vis one tailed test and two
tailed test. You also studied the different typésests used in testing hypotheses.
The t-test, the F-test and the chi-square arertmaipent.
In the next unit, you will be introduced to howvite your research reports.

6.0 TUTOR MARKED ASSIGNMENT

A class of students did a test in Introduction Textbgy when they were in
JS.2. The same class of students studied TechDieating in their SS.2. The
results are given in the table below. What is theedation coefficient of these sets
of scores? Propose a null hypothesis and verifisinng t-test on the result of the
correlation coefficient.
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SIN 1| 2| 3| 4] 5/ 6 7 § 9 1011|12|13|14]| 15
Introduction | 20| 18 | 17| 25|22|15(13|10|19|24|16| 8 | 5| 14| 12

Technology
Technical 25120118(24|20(17|18|15|19(20|20(12|10|22| 14

Drawing
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UNIT 6
RESEARCH REPORTS WRITING
1.0 Introduction
2.0 Objectives
3.0 Main Content
3.1 Sample Format of a Research Report
3.2 Steps in Research Report Format
3.2.1 Preliminary Pages
3.2.2 Introduction
3.2.3 Literature Review
3.2.4 Research Methodology
3.2.5 Results and Discussion
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3.2.6 Summary and Conclusions
3.2.7 Supplementary Pages

4.0 Conclusion

5.0 Summary

6.0 Tutor Marked Assignment

7.0 References and Further Readings

1.0 INTRODUCTION

The final stage of any research process is thengrdf the research report.
Research is very important, because the findingsmged can be used for rational
decision-making and, according to Nkpa (1979), aspangboard for further
research.

The main aim of writing research report is to cominate or disseminate
the research findings to the literate audiencewiiting the research report, the
impersonal mode is preferred. That is to say, atste say “I did this”, you should
say “the study was carried out to do this”.

You will have to note that in presenting a reseaggort, you have to use
the required format. Most institutions have thewnoformat. These formats or
house-styles do not vary significantly from the gy format.

National Open University of Nigeria (NOUN), Schaifl Education, has its
own house-style. You supervisor will let you hateFor the purpose of this unit,
we shall discuss the general format.

2.0 OBJECTIVES

At the end of this unit, you should be able to:
() Itemise the chapter titles and sub-titles mesearch project report;
(i)  Prepare a research report based on the gvenai.

3.0 MAIN CONTENT
3.1 Sample Format of a Research Report

As you have seen in the introduction, a researofegt report is a detailed
account of what the researcher has done in theepsaaf carrying out the research
the findings of this study. The report is not prdaed in any form. It follows an
agreed format as summarized below. This formanig a guideline. Though this
Is the conventional format, only relevant sectibowdd be used in line with your
house-style.
1. Preliminary pages:

I Title page

. Approval / Acceptance page

lii.  Certification page
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ilv.  Dedication
V. Acknowledgement page
vi.  Abstract
vii.  Table of Contents
viii. List of tables
IX.  List of figures
X. List of appendices
Chapter 1: Introduction
I. Background to the Problem
. Statement of the Problem
lii.  Purpose / Objectives of the Study
Iv.  Significance of the Problem
V. Scope of the Study
vi.  Research Questions and/or Hypotheses
vii.  Definitions of Terms
Chapter 2: Literature Review
I Review of Related Literature
. Conceptual Framework
Chapter 3: Research Methodology
I. Research design
. Population
li.  Samples and Sampling techniques
Iv.  Instrumentation - construction of instrumemnalidation, reliability of
instruments, administration and scoring
V. Methods of data analysis
Chapter 4: Presentation of Results
I. Data analysis and findings
. Summary of major findings
Chapter 5: Discussion
I. Interpretation of findings
. Discussion of findings
lii.  Implication of the study
Iv.  Recommendations
V. Limitations
vi.  Suggestions for further study
Supplementary page:
I. Bibliography
ii.  Appendices
li.  Index
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3.2 Steps in Research Report Format

You have already noted that a research reportsisagght forward, clearly
and precisely written document in which you attergptexplain how you have
resolved the problem before you. The presentatrothis unit, is consistent with
the most acceptable formats. So let us explain them

3.2.1 Preliminary Pages

I Thetitle page: This is the first page of this section. It consaihe title of the
study, the name of the author, the relationshifhefresearch to a course or
degree requirement, name of the institution whdre teport is to be
submitted, and the date of presentation.

The title should be concise and state clearly tmpgse of the study.
The essential elements to be included in the dittethe major variables and
the target population. These should be phraseddh a way as to describe
what the study is all about. You should not staterytitle so broadly that it
may claim more than it can actually deliver. Fatamce, sex differences in
the enrolment of SSCE candidates in Technical Drgvrom 2004 to 2007,
or the effect of group discussions on learning @omes in the Open and
Distance Education system. You can note the vasabére. The title should
be typed in capital letters, single-spaced, andeced between the right and
left margins of the page.

ii.  Approval/Acceptance page: The specifications vary from institution to
institution. It contains some of the following imfoation; the names,
signatures of the head of department, the deansupervisors) and dates,
the names(s) of the student(s).

lii.  Certification page: This contains the attestation of originality oé tfesearch
project. It may also include the name and signatfitee external examiner.

iv.  Dedication: Here, emotionally-lad en words may be permittedrider to
pay tribute to persons who are dear to the authtitase who contributed in
one way or the other to the success of the prgadt those who would
particularly be interested m the research findings.

V. Acknowledgement page: This is used to express gratitude to those who
helped in the process of conducting the researdhpegparing the report. It
should be simple and restraining.

vi.  Abstract: This is a succinctly summarised form of the repartaining the
aim of the investigation, the sample, methods ofegtigation, the
instruments used for data collection, the analgs@findings.

vii. Table of Contents. This serves an important purpose of providing the
outline of the contents of the report. It lays awmta tabular form, the
chapters, headings and subheadings of the repostséquentially arranged
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viii.

and numbered from the preliminary to the suppleamnipages. Page

references for each topic are so indicated.

List of tables and figure and appendices: If tables and/or figures are used in
the report, a separate page is included for eathltishould indicate the

page numbers in which the tables or figures presei the report are

located. The numbers and titles are serially lisfddo contained is the list

of appendices that are embodied in or annexecketoeibort.

The pages of the preliminary section are numbernéd lswer-case Roman

numerals (i, ii, iii, iv, v, etc).

3.2.2 Introduction

Vi.

Vii.

Background to the Problem: Here, such factors or circumstances that
informed the investigation are traced. It is présénusing reasoned
statements to show that it is worthwhile to dis@pa@sources to carryout the
study. It shows the nature, scope, and currenisstait the factors affecting
the problem.

It has to be presented in a way as to be cleacamdgncing to the reader.
Statement of the Problem: The problem as already highlighted is stated in
simple, clear and unambiguous terms. This is raptired to be too long.
Purpose of the Study/Objectives of the Study: These go interchangeably,
but it states the specific aspects of the studythadeasons for focusing on
them. It includes statements of what should be raptished and all that
would be investigated.

Significance of the Problem: The usefulness, the utility value of the
research or findings of the research should beuwated. The institutions,
groups or individuals who are expected to profibenefit and the benefits
expected to accrue to them are to be stated irs¢aison.

Scope of the Study: This is interchanged with the delimitation of tedy.
Here, you will have to indicate the extent to whilklh study will be covered.

It involves the geographical area, time period, @adables to be covered.
Research Questions and/or Hypotheses: These are formulated based on the
type of research and the variables under investigafThey should be
formulated to provide answers to the problems ustiety.

Definitions of Terms. The essence of definition is to ensure that theee
understands the specific meanings ascribed tethestby the author So you
have to use this to educate the readers on thetop®al meaning of any
coined, technical words, phrases or expressionshMtennot otherwise be
understood because of their unconventional usage.

3.2.3 Literature Review
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Review of Related Literature: This is the second chapter of your project
report. It is meant to give the reader an undedstgnof some of the works
or study already carried out in the area of thgegto It will also give the
reader an overall picture of the problem you ateirsg. You are therefore
required to review only the important literaturdated to your study,
abstract previous research studies and review fwigni writings of
authorities in the area under study.

By so doing, a background for the development afrystudy will be
provided. It will also bring the reader up-to-daart from providing
evidence of the investigator's knowledge of thédfief study, it highlights
the areas of agreement or disagreement in findorggaps in existing
knowledge.

Do not use the article-by-article presentationounyliterature review.
In other words, do not collect abstracts of presioasearches and string
them together without any attempt at continuity l@gical organization.
Again do not make excessive use of quotations. &@wois are used only
when the material quoted is especially well writmd can be inserted
without spoiling the continuity of the presentatigDlaitan and Nwoke,
1988).

Conceptual Framework: This states the concept that informed the study.
These concepts such as system concept, manageynebjelotives concept,
etc. will assist you to bring out salient pointattvould assist to important
literature related to your study, abstract of pwesi research studies and
review significant writings of authorities in theea under study.

3.2.4 Research Methodology

Research design: This lays out the master-plan for the researcheptolt
shows the extent to which extraneous variables wawatrolled or
eliminated. You should therefore describe any plaed clearly, even if it
cannot be classified under a conventional label. |1Apses should be
reported as a limitation.

The Population: You should specify all the necessary parameteensure
that the constituents and characteristics of thegyetapopulation are
unambiguous. The target population may be peoplenas, objects or
events.

Samples and Sampling techniques. The size of the sample and how the
sample was selected should be so described inssuely as not to leave the
reader in doubt about what you have done. Do rsitgay 100 respondents
were randomly selected from the population. Spettisy method in which
the simple random sampling was used. Is it by e af table of random
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Vi.

numbers, describe whether pieces of numbered payenes jumbled in a
box and picked up at random, etc.

Instrumentation: In this section, you have to describe in full detaéhe
tools for data collection. Such tools like questiaine, attitude scales, tests,
etc. should be fully described to show their chnastics. You will have to
report the reliability indices and validation prdoees. Where you used a
standard instrument, in your report, you have i@ dghe rationale for the
appropriateness. Where a new instrument is deveopmi have to outline
the necessary procedures followed in both the oartstn and validation,
Data Collection: What methods did you use in your data collection@ D
you use research assistants? If yes, did they gadeaining? Did you
collect the data personally, or by post? What maisl did you encounter in
the process of data collection? All the steps wiych have taken to ensure
the collection of valid that should be reported.

Methods of data analysis. In this section, you will describe the techniques
which you applied in the data analysis and thearmg$or the choice. The
reasons may be in relation to the type of desigtyre of the samples on the
type of data. Try to use the simplest, well knowetmod of data analysis.
But where you use a mode of analysis not widelywkmaletails of such
method should be reported.

3.2.5 Results and Discussion

Presentation and Analysis of data: This is the heart of the research report.
The results are clearly and concisely set out udiegmost illuminative
modes of presentation. Tables, figures, graphstexidial descriptions are
used to clarify significant relationships. They slibbe serially numbered
and titled so as to be self explanatory. They shbel simple and should be
directly related to the hypotheses and/or the rekeguestions.

Interpretation of the finding: The most important task which you have to
undertake in writing the results of your studyasdentify and interpret the
major findings. You should be able to discuss pmesreasons why the
results occurred the way they did. You should wyfit them into the
findings of previous research, suggest the apjphicatto the field and make
theoretical interpretations.

3.2.6 Summary and Conclusions

The Summary: In this section, you should clearly and concigelstate the
problem, the hypotheses and/or research questiomsnain features of the
method omitting most of the details concerning shbjects and measures
and list the main findings.
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The summary must be very brief, but consistent waittlear presentation of
all important information about the problem, methaadd findings. The
findings should be listed by number. You should suamze each major
finding in one or two statements.

li.  The Concluson: This gives answers to the questions raised or the
statements of acceptance or rejection of the hgseth It should be based
solely on the findings generated by the research.

iii.  Implication of the study: In this section, you may include ideas on the
relevance of the findings to educational theory prattice. But these ideas
should be directly be derived from the study.

Iv.  Suggestionsfor further study: It may be appropriate here to suggest areas of
problems for further investigation. This is madeaagsult of matters arising
from the research.

3.2.7 Supplementary Pages

I Bibliography: In this section, you should include all referenceed in the
report and those not cited, but consulted to shgit lon the problem,
References are cited uniformly and according tovargstyle.

Most universities adopt the APA format. Referenaes done serially and
alphabetically. You can look for the APA format agmlthrough it.

li.  The Appendices. This contains extra information which is part loé¢ treport
the reader should know about, but not necessantlyntlusion in the main
report. They include long tables, forms, instructiaids, data collecting
instruments, items analysis data, scoring protoaalt$ procedures, lengthy
guotations etc.

Each separate entry heading is listed as APPENDIXPPENDIX B, etc.

Self Assessment Exercise
Go to any university library and select three ddfe research projects. List the
items on the table of content and compare them.

4.0 CONCLUSION

At the end of your programme, you are expectedatoyout a research. At
the end of the research, you are also expectedlmis a written report of the
investigation. In this unit, you have gone throtigé involvement in the writing of
the report. A very important demand here is that yaust be as objective as
possible in your report. At the initial stage, ycannot make any statement that
would show you are in favour or against an ideauryfeport should be devoid of
emotional or subjective statements. You shouldngeahe different parts of the
report so as to make it possible for a reader &ilyedocate any section of
particular interest to him,
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5.0 SUMMARY

In this unit, we have discussed and presented @lediormat of a research
report. We have also discussed these steps ingstaiing from the preliminary
stages to the supplementary stages. We have emetidkat your reports should
not be presented with personal pronouns like I, we/etc. Instead use impersonal
pronouns and passive voice. You should make suatetltle report is written in a
clear, simple and straightforward style. Your metishould be effective
communication. Therefore, use very simple langud@e. should always be brief
S0 as not to bore your reader. Abbreviations shoulgt be used after they have
been written in full earlier. Avoid the use of geslezations or conclusions, which
are not supported by the findings, We also saitldliary source cited in the work
or used but noted cited in the work should be danied in the reference page.
Improper citation or inability to give details ofsmurce cited in the body of the
work should be documented in the reference pagerdper citation or inability to
give details of a source cited in the body of therkwshould be avoided.
Remember that proofread the report thoroughly aftpesetting. This will help
you not submit avoidable errors.

Congratulations for being part of the success stwryNOUN, and for
graduating in this programme.

6.0 TUTOR MARKED ASSIGNMENT
Pick up any four (4) research projects. Study thstracts. What are the
things that are common to all of them?
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