NATIONAL OPEN UNIVERSITY OF NIGERIA

SCHOOL OF SCIENCE AND TECHNOLOGY

COURSE CODE: DAM 364

COURSE TITLE: MANAGEMENT INFORMATION SYSTEM




COURSE
GUIDE

DAM 364
MANAGEMENT INFORMATION SYSTEM

Course Developer/Writer Dr B.C.E Mbam
Ebonyi State University
Abakaliki

Programme Leader = mememememeeeeeeeeees —

Course Coordinator ~ mmmmememememmee e



F M -

e {PEN CNVERSTY

National Open University of Nigeria
Headquarters

14/16 Ahmadu Bello Way

Victoria Island Lagos

Abuja Annex 245 Samu

el Adesujo Ademulegun Street
Central Business District
Opposite Arewa Suites

Abuja

e-mail: @nou.edu.ng
URL: .nou.edu.ng

National Open University of Nigeria 2010

First Printed -------- -

ISBN:

All Rights Reserved

Printed by .................

For National Open University of Nigeria



TABLE OF CONTENTS PAGE

INErOdUCTION. ... Y
What you will learn in this Course.............coociviiiiniinnn, v
COUISE AlM ..ttt e e e e e e Y

Course Objectives.........cocvviiiiiiiiii i W VL

Working through this Course..............c.ccocvvviiviennnLL LWV

Course Materials..........coviii i, Vil
StUdY UNIES. ..o e Vil
Recommended TextS........ccocvvvii i viiiiiiicie e a2V
Assignment File........ooiiii X
Presentation Schedule.............cco i, Xi
ASSESSIMEBNT. ..ttt it e e e e Xi

Tutor Marked Assignments (TMAS)........cccovvivve e X
Final Examination and Grading...............coccvevvvvven Xi
Course Marking Scheme...........ccccovviiiiiiiiiiiiii e WX
COUIrSE OVEIVIEW.....c.u ettt e e e e e e e Xii
How to get the most from this course...............cccevvenee. Xiii

Tutors and TULOMAIS. .. ...ooe e e e e e XV



INTRODUCTION

DAM 364: Management Information Systemis a 2 credit unit course for students
studying towards acquiring a Bachelor of ScienceComputer Science and other
related disciplines.

The course is divided into 3 modules and 10 studiysult will first take a brief
review of the funCliTental concepts of managemefdrmation system. This course
will then go ahead to deal with the different segevolved developing good, and
functional information technology. The course wémtther to deal with different
ways of information representations. This courss atovers information storage
media.

The course guide therefore gives you an overviewtwdt the course; CIT 364 is all
about, the textbooks and other materials to beerted, what you expect to know in

each unit, and how to work through the course nater

What you will learn in this Course

The overall aim of this course, CIT 364 introduceuyto basic concepts of
management information system in order to enablewwlerstand the basic elements
of management involves in every organization. Tasrse highlights and enumerates
modern technologies that transform the society i@ global village as far as
information dissemination is concern. In this ceud$ your studies, you will be put
through the definitions of common terms in relatit;m management information
system, the characteristics of information, interaed its usage, the different
management levels, and lastly numerous ways ofrnmdton representation and

storage media.



Course Aim

This course aims to introduce students to the basiccepts and features of
management information system. It is believed thewkedge will boast individual
management capability of students that will enatilem to effectively engage

themselves into the labour market.

Course Objectives

It is important to note that each unit has speailigectives. Students should study
them carefully before proceeding to subsequensuiitherefore, it may be useful to
refer to these objectives in the course of youdystf the unit to assess your progress.
You should always look at the unit objectives attempleting a unit. In this way, you
can be sure that you have done what is requirgdwby the end of the unit.
However, below are overall objectives of this ceut®n completing this course, you
should be able to

» Define what Management Information System is atitab

» Define the meaning of management

» Define the meaning of information

» List characteristics of information

» List the advantages of MIS

» State the values of information

» State the goals of MIS

* Pinpoint problems of MIS

» Discuss the levels of management

» Discuss types of MIS



» Explain the overview of Information Technology

» State reasons for Information Technology

» State the technologies for Information System

» State the ethics of Information Technology

» State the application of Information Technology

» Discuss the origin of Internet

» List the requirement for internet connectivity

» Explain the information format on the internet

» List the limitation of the internet

» State different ways of information representatronomputer system

» Discuss Storage media in computer

Working through this Course

To complete this course, you are required to saldie units, the recommended text
books, and other relevant materials. Each unitatnatsome self assessment exercises
and tutor marked assignments, and at some poititisncourse, you are required to
submit the tutor marked assignments. There is @lBoal examination at the end of

this course. Stated below are the components $tthirse and what you have to do.

Course Materials

The major components of the course are:
1. Course Guide

2. Study Units

3. Text Books

4. Assignment File

5. Presentation Schedule



Study Units

There are 10 study units and 3 modules in thisssurhey are:

MODULE 1. MANAGEMENT INFORMATION FUNCITENTALS
Unit 1: Introduction to MIS---------====mmmmmmm oo

Unit 2: Types of MIS--------mmmm oo

Unit 3: Levels of Management---------------------mmemomeu-
MODULE 2: INFORMATION TECHNOLOGY

Unit 1: Overview of Information Technology--------------

Unit 2: Technologies for Information System-------------

Unit 3: INterNet--------=mm oo

Unit 4: Modes of Information Communication-----—-

MODULE 3: INFORMATION REPRESENTATION, STORAGE AND SECURITY

Unit 1: Information Representation —
Unit 2: Information Storage Media ——mmm-
Unit 3: Information Security----------------=-=--------------

Recommended Texts

These texts will be of enormous benefit to youeiarhing this course:

1. Agbasi K.C. (1993): Computer Appreciation; An Indwal Computer to
Systems, ACENA Publishers, Enugu.

2. Ahituv, N., Neumann, S., & Riley, H. N. (1994). Reiples of information
systems for management (4th ed.). Dubuque, IA: W@&. Brown
Communications.

3. Alo, U.R., Ugah J.O., & Igwe J.S. (2009): ComputApplication &

Information Technology; WilyRose and Appleseed ilidhg Coy, Abakaliki,
Ebonyi State, Nigeria, 42p, 135p -137p.



4. Ashwin D. (2008): Characteristics of Managementotnfation Services;
Online @ http://www.blog.maia_intelligence.cqnvisited on 24 September,
2010.

5. Awad, E. M., & Gotterer, M. H. (1992patabase managememanvers, MA:
Boyd & Fraser.
6. Banerjee, U. K., & Sachdeva, R. K. (1998)anagement information system:

A new frame workiNew Delhi: Vikas Publishing House.
7. Christensen, Clayton M. (1997he Innovator's DilemaNew York, New
York: Harper Business. p. 1E5BN 0-06-662069-4

8. Chandler, Doug (September 26, 1988). "StartupsShip-Inch Hard Disk
Aimed for Portables, LaptopsPC Week®6.

9. Dauvis, G.B., & Olson, M. H. (1985Management information systems:
Conceptual foundations, structure, and developniéeitv York: McGraw-Hill.

10.Imboden, N. (1980Managing information for rural development projects
Paris: Organization for Economic Co-operation amd&opment.

11.Inyiama H.C. (2000): Understanding Computers; Tlyaddnic Informer, 15A
Bank Avenue, Aguowa, Trans-Ekulu, Enugu, Nigeria.

12.Inyiama H.C. (2000): Computer Applications and hnfiation Technology,
Dynamic Informer, Enugu.

13. Kotler, Philig Keller, Kevin Lang(2006).Marketing Managemer{iL.2 ed.).
Pearson Education.

14 Keen, P. G. W., & Morton, M. S. S. (197®ecision support systems.
Reading, MA: Addison-Wesley.

15.Lee, Allen S(2001). "Editor's CommentsMIS Quarterly25 (1): ii-vii.

16.Livinus C. N.(2003):Internet Literacy;Horizon Publications, Obiagu Road,

Ogui New layout Enugu, Nigeria.

17.Lucas, H. C., Jr. (1990nformation systems concepts for managemnmideiv
York: McGraw-Hill.
18.Matrtin, J. (1990)Telecommunications and the compuyf&nd ed.). Englewood

Cliffs, NJ: Prentice-Hall.



19.Mason, R. D., & Swanson, B. E. (1988)easurements for management
decision.Reading, MA: Addison-Wesley.
20.Mbam B.C.E. (2002): Information Technology and Mgement Information

System; Our Saviour Press Ltd, Enugu, Nigeria.

21.Mbam B.C.E. (2003):Computer Applications;Green Light Computers,
Abakaliki, Nigeria.

22.McLeod, R., Jr. (1995).Management information systems: A study of
computer-based information systerfdh ed.). New Delhi: Prentice Hall of
India.

23.Nwafor C.E.(2005): Computer and Internet Literaigans Publishers, Enugu.

24 Nwafor C.E.(2006): Computer and Information Teclogyl Literacy, Dynamic
Informer.

25.0’Brien, J (1999)Management Information Systems — Managing Infoiwnati
Technology in the Internetworked Enterpridgoston: Irwin McGraw-Hill.
ISBN 0071123733

26.0smond V. (2009): Characteristics of a good Manageminformation
System; Online @ittp://www.ehow.comvisited on 2% September, 2010.

27.Ramesh A., Singh, Y., & Sachdeva R. (2008): Esthblg a management

information system; Online @ttp://www.fao.org visited on 2% September,
2010.

28.Richard W. and Teffrey M. (1986): using Computeraim Information Age,
Delmar Publisher.

29.schmid, Patrick and Achim Roos (2010-05-08)5" Vs. 2.5" SAS HDDs: In

Storage, Size MattersTomshardware.com.

http://www.tomshardware.co.uk/enterprise-storagefsid, review-31891.html
Retrieved 2010-06-25.
30.Terry L.(1997): Management Information SystemAshford Colour Press,

Gosport, Hampshire, USA.
31.Williams K. B.(1999): Using Information Technologirwin/McGraw-Hiill,
united States.
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Assignment File

The assignment file will be given to you in due is&u In this file, you will find all the
details of the work you must submit to your tutor marking. The marks you obtain
for these assignments will count towards the fimark for the course. Altogether,

there are 15 tutor marked assignments for thisseour

Presentation Schedule

The presentation schedule included in this coutsdegprovides you with important
dates for completion of each tutor marked assignm&ou should therefore

endeavour to meet the deadlines.

Assessment

There are two aspects to the assessment of thrsecdkirst, there are tutor marked
assignments; and second, the written examinatibarefore, you are expected to take
note of the facts, information and problem solvgathered during the course. The
tutor marked assignments must be submitted to fudtor for formal assessment, in
accordance to the deadline given. The work subdhitiiéd count for 40% of your total
course mark. At the end of the course, you willchée sit for a final written

examination. This examination will account for 6@%your total score.

Tutor Marked Assignments (TMAS)

There are 10 TMASs in this course. You need to stlaththe TMAS. The best 4 will

therefore be counted. When you have completed asslgnment, send them to your

11



tutor as soon as possible and make certain thgtst to your tutor on or before the
stipulated deadline. If for any reason you canmohglete your assignment on time,
contact your tutor before the assignment is dudidouss the possibility of extension.

Extension will not be granted after the deadlimdess on extraordinary cases.

Final Examination and Grading

The final examination for DAM 364 will be of lasbifa period of 2 hours and have a
value of 60% of the total course grade. The exatminawill consist of questions
which reflect the self assessment exercise and mdoked assignments that you have
previously encountered. Furthermore, all areashef dourse will be examined. It
would be better to use the time between finishimg last unit and sitting for the
examination, to revise the entire course. You mighd it useful to review your
TMAs and comment on them before the examinatiore filal examination covers

information from all parts of the course.

Course marking Scheme
The following table includes the course markingesob

Table 1 Course Marking Scheme

Assessment Marks
Assignments 1-12 12 assignments, 40% for the best 4
Total = 10% X 4 = 40%
Final Examination 60% of overall course marks
Total 100% of Course Marks

Course Overview

This table indicates the units, the number of weaelkgslired to complete them and the

assignments.

Table 2: Course Organizer

12



Unit Title of the work Weeks | Assessment
Activity | (End of Unit)
Course Guide
Module 1 MANAGEMENT INFORMATION SYSTEM FUNCITENTALS
Unit 1 Introduction Week 1 | Assessment 1
Unit 2 Types of MIS Week 2 | Assessment 2
Unit 3 Levels of Management Week3 | Assessment 3
Module 2 INFORMATION TECHNOLOGY
Unit 1 Overview of Information Technology Week 4 | Assessment 4
Unit 2 Technologies for Information SystemWeek 5 | Assessment 5
Unit 3 Internet Week 6 | Assessment 6
Unit 4 Modes Information Communication Week [/ Assesnt 7
Module 3 INFORMATION REPRESENTATION, STORAGE AND SECURITY
Unit 1 Information Representation Week 8 | Assessment 8
Unit 2 Information Storage Week 9 | Assessment 9
Unit 3 Information Security Week 10| Assessment 10

How to get the most out of this course

In distance learning, the study units replace thgarsity lecturer. This is one of the
huge advantages of distance learning mode; youezhand work through specially
designed study materials at your own pace and tn@ and place that is most
convenient. Think of it as reading from the teach®s study guide indicates what you
ought to study, how to study it and the relevartstéo consult. You are provided with

exercises at appropriate points, just as a lectaigit give you an in-class exercise.

Each of the study units follows a common formate Tinst item is an introduction to
the subject matter of the unit and how a particulait is integrated with the other

units and the course as a whole. Next to this $&taof learning objectives. These

13




learning objectives are meant to guide your studié® moment a unit is finished,
you must go back and check whether you have aadthigweeobjectives. If this is made

a habit, then you will increase your chances oljp@sthe course. The main body of
the units also guides you through the requiredinggsdirom other sources. This will
usually be either from a set book or from otherrses. Self assessment exercises are
provided throughout the unit, to aid personal stsdind answers are provided at the
end of the unit. Working through these self tesii felp you to achieve the
objectives of the unit and also prepare you foortutnarked assignments and

examinations. You should attempt each self tegbassncounter them in the units.

The following are practical strategies for workingthrough this course

1. Read the course guide thoroughly

2. Organize a study schedule. Refer to the coawseview for more details. Note
the time you are expected to spend on each unihawdhe assignment relates
to the units. Important details, e.g. details ofiytutorials and the date of the
first day of the semester are available. You needather together all these
information in one place such as a diary, a wadlrthalendar or an organizer.
Whatever method you choose, you should decide onvaite in your own

dates for working on each unit.

3. Once you have created your own study schedaleyerything you can to stick
to it. The major reason that students fail is ttrety get behind with their
course works. If you get into difficulties with yogchedule, please let your

tutor know before it is too late for help.
4. Turn to Unit 1 and read the introduction anel dhjectives for the unit.

5. Assemble the study materials. Information abehbit you need for a unit is

given in the table of content at the beginning a€re unit. You will almost

14



always need both the study unit you are workingand one of the materials

recommended for further readings, on your deskeasame time.

6. Work through the unit, the content of the uiself has been arranged to
provide a sequence for you to follow. As you wdnkough the unit, you will

be encouraged to read from your set books.

7. Keep in mind that you will learn a lot by doiatj your assignments carefully.
They have been designed to help you meet the olgeadf the course and will

help you pass the examination.

8. Review the objectives of each study unit tofeonthat you have achieved
them. If you are not certain about any of the dijes, review the study
material and consult your tutor.

9. When you are confident that you have achievenhifis objectives, you can
start on the next unit. Proceed unit by unit thiotige course and try to pace

your study so that you can keep yourself on scleedul

10.  When you have submitted an assignment to tymar for marking, do not wait
for its return before starting on the next unitekdo your schedule. When the
assignment is returned, pay particular attentioyioiar tutor’'s comments, both
on the tutor marked assignment form and also writte the assignment.

Consult you tutor as soon as possible if you hayegaiestions or problems.

11. After completing the last unit, review the csriand prepare yourself for the
final examination. Check that you have achieveduhi objectives (listed at
the beginning of each unit) and the course objestiflisted in this course
guide).

Tutors and Tutorials

15



There are 8 hours of tutorial provided in supp®ithes course. You will be notified of
the dates, time and location together with the nantephone number of your tutor as
soon as you are allocated a tutorial group. Yotartwill mark and comment on your
assignments, keep a close watch on your progres®mrany difficulties you might
encounter and provide assistance to you duringolkese. You must mail your tutor
marked assignment to your tutor well before the date. At least two working days
are required for this purpose. They will be markgdyour tutor and returned to you
as soon as possible. Do not hesitate to contaat §dar by telephone, e-mail or
discussion board if you need help. The followingyimibe circumstances in which
you would find help necessary: contact your tutor i

* You do not understand any part of the study umitthe assigned readings.

* You have difficulty with the self test or exereis

* You have questions or problems with an assignyweitit your tutor's comments on
an assignment or with the grading of an assignment.

You should endeavour to attend the tutorials. Thishe only opportunity to have
face-to-face contact with your tutor and ask qoestiwhich are answered instantly.
You can raise any problem encountered in the coafsgour study. To gain the
maximum benefit from the course tutorials, have soguestions handy before
attending them. You will learn a lot from particijpay actively in discussions.
GOODLUCK!

16



NATIONAL OPEN UNIVERSITY OF NIGERIA

COURSE CODE: DAM 364

COURSE TITLE: MANAGEMENT INFORMATION SYSTEM

DAM 364
MANAGEMENT INFORMATION SYSTEM

17



Course Developer/Writer Dr B.C.E Mbam
Ebonyi State University

Abakaliki

Programme Leader

Course Coordinator ~ mmmmmmememmmee e

WOR & LEARN

]

aix PN ENVERGTY
;;.f:_?ﬁ OPEN INVERT

L 'ﬂ_":i:‘ a

NATIONAL OPEN UNIVERSITY OF NIGERIA

National Open University of Nigeria
Headquarters
14/16 Ahmadu Bello Way
Victoria Island Lagos
18



Abuja Annex 245 Samu

el Adesujo Ademulegun Street
Central Business District
Opposite Arewa Suites

Abuja

e-mail: @nou.edu.ng
URL: .nou.edu.ng

National Open University of Nigeria 2010

First Printed -------- -

ISBN:

All Rights Reserved

Printed by .................

For National Open University of Nigeria

MODULE 1 MANAGEMENT

FUNCITENTALS--------- e
UNIT 1 Introduction to MIS---------

UNIT 2 Types of MIS----------m------

INFORMATION

--------------- 1-22

SYSTEM



UNIT 3

UNIT 1
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Advantages of MIS
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3.6.1 Data
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3.6.7 Hardware/Software
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3.6.8 Application
3.7  Value of MIS
4.0 Conclusion
5.0 Summary
6.0 Tutor Marked Assignment

7.0 References/Further Readings

1.0 INTRODUCTION

As level of information needed for day to day @tgs increases, more data are being
stored and linked; man began to analyze this indbion bringing further detail,

creating entire management reports from the rawedtdata.

This unit present the meaning of MIS, its goal,relbteristics, advantages and general
concepts one need to know about MIS. Because th&titeents of MIS are common
terms used on daily bases in industries, officesletstanding of every concept is as

easy as the terms themselves.

2.0 OBJECTIVES

At the end of this unit, you should be able to:
» Explain the meaning of MIS
» State the goal of MIS
» Enumerates the characteristics of MIS
» State the advantages of MIS

* Pinpoint the problems of MIS
21



» Define the meaning of some parameters associatediis
3.0 MAIN CONTENT
3.1 What is MIS?

MIS is acronym for management information systears] pronounced as separate
letters, MIS refers broadly to a computer-basedesyshat provides managers with

the tools for organizing, evaluating and efficigrinning their departments.

MIS is an analytical tool that enables the intagrabf data from different business
applications, Internet, different modules and besifunctions. It converts data from
internal and external sources into information.sTimformation is communicated in

an appropriate form to managers at different lewrela business to enable them to

make effective decisions.

A management information system (MIS) is a procdsg provides information

needed to manage organizations effectively. legarded to be a subset of the overall
internal procedures in a business, which covemgh@ication of people, documents,
technologies, and procedures used by managemesbrp@l to solve business

problems such as costing a product, service osméss-wide strategy.

Management information systems are distinct frogul& information systems in that
they are used to analyze other information sysi@ppdied in operational activities in

the organization.

3.2 Goal of MIS

22



3.3

3.4

The overall goal of Management Information Systenta help in decision
making process, which can be applied in areas fikenning, directing,

forecasting, coordinating, controlling.
Characteristics of MIS
MIS should have the following features:

Multidimensional view of data

Advanced calculation options

Current position statement of a company

Business reviews of specific sectors

Working with time series and trend modelling
Option of integrating data from different data sms
Ability to process and analyze huge amount of data

Plan input and review of data also through the leixterface.
Advantages of MIS

An MIS provides the following advantages.

1. It Facilitates planning: MIS improves the qualdf plants by providing relevant

information for sound decision - making. Due torgase in the size and complexity

of organizations, managers have lost personal cowigh the scene of operations.

2. In Minimizes information overload: MIS changeetltarger amount of data in to

summarize form and there by avoids the confusioithvinay arise when managers

are flooded with detailed facts.

3. MIS Encourages Decentralization: Decentralizatsd authority is possibly when

there is a system for monitoring operations at lolgeels. MIS is successfully used

for measuring performance and making necessarygehsmthe organizational plans

and procedures.
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4. 1t brings Co ordination: MIS facilities integiat of specialized activities by
keeping each department aware of the problem apdreanents of other departments.

It connects all decision centers in the organizatio

5. It makes control easier: MIS serves as a linkwben managerial planning and
control. It improves the ability of management t@leate and improve performance.
The used computers has increased the data progemsth storage capabilities and

reduced the cost.

6. MIS assembles, process, stores, Retrieves, aealuand disseminates the

information.
35 Problems of MIS
The bottlenecks associated with MIS include that:

It is highly sensitive, thus requires constant rtanmg.
Budgeting of MIS is extremely difficult.

Quality of outputs is governed by the quality gburs.
It lacks flexibility to update itself.

Effectiveness usually decreases due to frequemigesain top management

o a0k~ w D PRE

It takes into account only qualitative factors aguiores non-qualitative factors

like morale of worker, attitude of worker etc...
3.6 Basic Concepts of MIS

Here we want to look at those components or terss®aated with management
information systems. These include data, infornmatiostruction, database, decision
support systems (DSS), and application.

3.6.1 Data

24



Raw facts often in the form of figures, numberstdeimages, and sounds obtained
from observations, surveys or experiments thatsai@able for storage in computer
used as a basis for making calculations or drawdogclusions. Data represent

guantified actions, events or objects.
3.6.2 Information

The meaningful material derived from the computetad by organizing and
interpreting it in a specific way. Information istaally a data that has been put into a
meaningful context and communicated to the recewbo will use it to make

appropriate decisions.
3.6.3 Instruction

This is a code that tells the computer to perforrpasticular operation. A set of
instructions ordered to produce a particular actidbren acted on data is known as a

program.
3.6.4 Relationship between Data, Information andnistruction

From the above definitions, it is a clear fact ttiata constitutes the raw materials for
producing information. Conversely, information isngeaningful term gotten after
processing data. But one thing we will not forgetthat processing has to be in
specified manner. That is to say, there must bderd-party for data to be converted
into information, hence, the importance of instimtt It is the instruction that
indicates how the data will be converted into treamngful information. Therefore, it

is the instruction that specify the operation tacheied out.
3.6.5 Database

Database is a systematically arranged collectiocoafputer data structured so that it

can be automatically retrieved or manipulated. Ih raanagement information

25



systems, it is the database that stored the inftwmaccessible in order to facilitate

organization’s decision making or planning.

Database is a collection of information organizedsuch a way that a computer
program can quickly select desired pieces of déba. can think of a database as an

electronic filing system.

Traditional databases are organized by fields,ros;cand files. A field is a single
piece of information; a record is one completeaédields; and a file is a collection of
records. For example, a telephone book is analogmws file. It contains a list of

records, each of which consists of three fieldsn@zaddress, and telephone number.

An alternative concept in database design is knawrHypertext. In a Hypertext
database, any object, whether it is a piece of gepicture, or a film, can be linked to
any other object. Hypertext databases are partlgulsseful for organizing large

amounts of disparate information, but they aredssigned for numerical analysis. To
access information from a database, you need abakdamanagement system
(DBMS). This is a collection of programs that emablou to enter, organize, and
select data in a database.

3.6.6 Decision Support Systems (DSS)

The term decision support system refers to anaotete computerized system that
gathers and presents data from a wide range ofcasuitypically for business
purposes. DSS applications are systems and subwsydiieat help people make
decisions based on data that is culled from a wadge of sources.

For example: a national on-line book seller wardsbegin selling its products

internationally but first needs to determine iftthall be a wise business decision. The
vendor can use a DSS to gather information frormowa resources to determine if the
company has the ability or potential ability to ergd its business and also from
external resources, such as industry data, tordeterif there is indeed a demand to

meet. The DSS will collect and analyze the datathed present it in a way that can
26



be interpreted by humans. Some decision suppaersgscome very close to acting as

artificial intelligence agents.

DSS applications are not single information resesycsuch as a database or a
program that graphically represents sales figubes,the combination of integrated

resources working together.
3.6.7 Hardware/Software

Hardware refers to objects that you can actuallycho like disks, disk drives,
monitors, keyboards, printers, circuit boards, ahips. Software exists as ideas,
concepts, and symbols, but it has no substancdabdes provide a useful analogy.
The pages and the ink are the hardware, while threlsy sentences, paragraphs, and
the overall meaning are the software. A computénaout software is like a book full
of blank pages -- you need software to make thepcwen useful just as you need

words to make a book meaningful.

The distinction between software and hardware isesmmes confusing because they
are so integrally linked. Clearly, when you purd@has program, you are buying
software. But to buy the software, you need to theydisk (hardware) on which the

software is recorded.
3.6.8 Applications

Software is often divided into two categories: 8ys$ software: Includes the

operating system and all the utilities that endlecomputer to function.

Applications software: Includes programs that dal mgork for users. Applications
software (also called end-user programs) includesaldhse programs, word
processors, and spreadsheets. Figuratively speapmiications software sits on top
of systems software because Computer is unablentavithout the operating system

and system utilities.
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3.7 Value of MIS

The value of MIS depends greatly on the user ofitthlermation not even on the
producer of such informatiotnformation has a great impact on decision makamg)
hence its value is closely tied to the decisioas tasult from its use. Information does
not have an absolute universal value. Its valueleted to those who use it, when it is
used, and in what situation it is used. In thisseennformation is similar to other
commodities. For example, the value of a glassatewis different for someone who

has lost his way in Arctic glaciers than it is tavanderer in the Sahara Desert.

Information supports decisions, decisions triggetioas, and actions affect the

achievements or performance of the organizatiowelttan measure the differences in
performance, we can trace the impact of informatwovided that the measurements
are carefully performed, the relationships amongabées are well defined, and

possible effects of irrelevant factors are isolatdthe measured difference in

performance due to informational factors is catlegl realistic value or revealed value
of information.

40 CONCLUSION

We notice that Management Information System is jgrogess that can enhance or
contribute on how information flows that can bedidg the management in overall

decision making and planning for its business.

We observed factors to be considered when talking good MIS such as: reliable,
consistent, appropriate to the level of managenamuatrate, timely, precise, provided

at a suitable level of detail, clearly understaneladnd regular.

We also look at the constituents of every MIS whidta, information, instruction,

DSS, database, and so on. Instruction was hinted agent that describes the kind of
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operation to be performed on data to bring outntieaningful information needed by
the computer.

5.0 SUMMARY

In this unit, we learn about the definition of Mif@atures and values of MIS and the

meaning of terms associated with MIS.

6.0 TUTOR MARKED ASSIGNMENT

* Analyse the relationship among these three ternaga, dinformation and
instruction.

* Enumerates the bottlenecks associated with MIS.

* What is the difference between database and dacsipport systems as
components of MIS?

e State the overall aim of MIS.
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UNIT 2 Types of MIS

CONTENTS
1.0 Introduction
2.0 Objectives
3.0 Main Content
3.1 Databank MIS
3.2 Predictive MIS
3.3 Decision Taking MIS
3.4 Decision Making MIS
4.0 Conclusion
5.0 Summary
6.0 Tutor Marked Assignment
7.0 References/Further Readings
1.0 INTRODUCTION

In this unit, we will be considering the differecaitegories that MIS can exist. The
classification is based on the level of support tha information system provides in

the process of decision making.
2.0 OBJECTIVES

At the end of this unit, you will be able to iddgtand describe the different types of
MIS.
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3.0 MAIN CONTENT

Management Information System can be classifiedraaog to goal or methodology

invoke in particular organisation.

3.1 Databank Management Information System

This kind of information system is used to store/ @em of data which might be
useful to the decision maker. A databank is a cbde of files used by an
organization stored such that one file may havertétields duplicated in other files.
Examples of the kind of data that might be recoroleduch a database for a given

state with respect to secondary school as follows:

- Number of schools in the state.
- Total number of secondary school tutors in theest
- Average number of tutors per school.

- Total number of students in the state.
. Average number of students per school.

Figure 1. Role of information in the decision prege

DECISION STAGE INFORMATHON REQUIRED
INTELLIGENCE . — Status reports
(Collection. classification, - — Trend reports
processing, and presentation | — Exception reports
of data) — Ad-hoc inguoiry

L Insufficient data
DESIGN — Models and analytical
(Dutline alternative rools
strategies; forecast — Projections
possible outcome of each -
alternative)
Mo satisfaclory solulion
CHOICE — Alrernatives
(Selection of the best (Expected scenario)
alternative) — What if?
- — Evaluation of
alternatives
l Change in assumptions
REVIEW — Feedback and followuop

(Mlonitoring of
implementation) -
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Each of these databases can be summarized andisahigesingle tabular
presentations of information of interest to managetm\When information from two

or more time periods is compared, trends can beroed.
3.2  Predictive Management Information System

Predictive information systems help in drawing mfierences and predictions that are
relevant to decision making. It is possible to abtaaformation useful for making
predictions or for drawing inferences based onf#us gathered like in the case of
section 3.1. Information obtained from these kinds analyses is normally
summarized in a two-way tabular format. And likesyighe information often is
compared over time. Managers can then use suchmafmn to make predictions, for
example to forecast costs of particular undertakifuy budgeting purposes or as a
basis for predicting results if a given change &l& such as change in the number of

demonstrations with a given change in staffing.
3.3  Decision Taking Management Information System

This is a decision system in which the informatsystem and the decision maker are
one and the same. Management is so confident ingb@mptions incorporated in the
system that it basically relegates its power tdiate action to the system itself.
Airplanes carry automatic pilot systems, which areexample of a decision-taking
system. Once activated, the system itself keepgldree on course and at the proper
speed and altitude (according to parameters datechby the pilot). Another example
of decision-taking information systems is found modem factory production. In
automobile production, continuous inventories atpare maintained by computer as
cars move down an assembly line. Orders are plaggzmatically by the computer

when additional parts are needed. This is doneowttthe intervention of a manager.
3.4  Decision Making Management Information System
This system incorporates the value system of tlgarozation or its criteria for

choosing among alternatives. An organization's emllare many and varied.
33



Considering the case of agricultural sector, ti®ereimerous point of discourse where
meaningful decisions have to be taking for the fumf the sector. They include
concerns for resolving farmer problems, increasamgl providing for stability of
farmer incomes, and improving the quality of farfa.|But they also include an intent
to provide well for staff members (training, adetgusalaries, etc.) and to aid in the

process of bringing about rural economic develogmen
4.0 CONCLUSION

The choice of an appropriate management informasgatem (MIS) category

primarily depends on the nature of the decisiossiiports.

5.0 SUMMARY

In this unit, we only look at the four classes aiddgement Information System.
6.0 TUTOR MARKED ASSIGNMENT

Highlight on the types of MIS you know.
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UNIT 3 Levels of Management
CONTENTS
1.0 Introduction
2.0 Objectives
3.0 Main Content
3.1 Levels of Management
3.1.1 Top Management Level
3.1.2 Middle Management Level
3.1.3 Operational Management Level
3.2  Communication among Levels of Management
3.3 Management Structure and MIS
3.4 Development of Management Information System
4.0 Conclusion
5.0 Summary
6.0 Tutor Marked Assignment
7.0 References/Further Readings

1.0 INTRODUCTION
We are going to discuss the various levels managersgstem that exit. Also
necessary is the communication channels existingngnihe established levels of

management.

2.0 OBJECTIVES
After going through this unit, the reader shouldabée to:
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» Discuss different levels of management.
* Analyse how the various levels of management iotera

» State how management information system developed.

3.0 MAIN CONTENT

3.1 Levels of Management

There are three levels of management that couldiddified in most organizations.
They are: top management cadre (strategic levetldlsnmanagement cadre (tactical

level), and operational group cadre (operationadlle

3.1.1 Top Strategic /Management Level

This level of management coordinates the activitfethe whole organization and has
a strategic view of the organization. This level doncerned with establishing
(estimating) the overall objectives of the orgahaa and in devising appropriate

policies so that the objectives may be achieved.
Typical of the functions of top management are:
0] Long term planning
(i)  Capital investment decisions
(i)  Organizational restructuring
(iv) Middle management appointment
(v)  Acquisitions and mergers

The top management level is the overall policy mglgection of the management and

as such will be actively involved in corporate planrg process of an organization.
3.1.2 Middle Management Level

This may be termed the tactical level of managemdémise overall function is to

implement top management policy. This level of agament does set objectives but
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these objectives are more limited in scope and@aberdinate to the objectives set by

the top management level.
Examples of the functions of the middle managerest
0] Purchasing
(i)  Product planning
(i)  Sales promotion
(iv)  Discount and credit policy
(v)  Staff appointment

(vi) Implementation of marketing and advertisingolipes of the

organization.
3.1.3 Operational Level of Management

This level of management is concerned with the tdaglay process of supervision i.e.

direction associated with the normal activitiesred organization.

Functions of the operational level are:

0] Production
(i)  Dispatching
(i)  Sale

(iv)  Accounting.

Often this level of management may not be calledagars but they have titles, such
as charges, heads, supervisors, chief clericaihfene etc. Even though the work this

group does involves management, it is of diffecategories.
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3.2  Communication among Levels of Management

It is important that these groups of managemergléewill be able to communicate
effectively for the purpose of achieving effectyeals of an organization. It has been
observed that this group of management levels kas lable to pass all necessary
information in the form of communication within tiferent groups. It is important
also that information from the top management ldselpassed down through the
usual procedure. Normally, information from toprmagement level will not go to the
operational level first before the middle managetmenel for adequate flow of
information within an organization. It is a bads®m of information flow and it
encourages misinformation and confusion in an degdion. Therefore, information
has to be communicated from the top management tevéhe operational level

through the middle management level; and vice versa
3.3 Management Structure and MIS

A broad structure of information supplied by MIS dévided into planning and
controlling. This division is of great importancet only because of the intrinsic
nature of these two types of information managentaut also because of the
destruction within the management structure. Fgbelow illustrates the broad
relationship between the proportion of planning andtrolling information received

and management place in hierarchy.

&) Top Management
'UOQ. QIQ

O/, g .

Q)& % Middle Management

L5 2 Operational Level
%

Fig 2: Relation between planning and control aed#nt management levels.
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Top management level deals with more planning @rimation than controlling of
information. This level has little of control afformation as fig. 2 shows but at the
middle management level, the planning and contglliof information are
proportionate (about equal). The operational Iéea very little to do of planning but
controls what is going on and implement the plahsop and middle management

levels.
3.4 Development of Management Information System

All levels of management need information on whiohbase decisions, to plan, to
organize and to control. People organize inforomtlirectly by way of observing
and experiencing events. But as an organizationrhes larger and more complex, it
becomes impossible for management, particularlyntddle and top management
levels to observe and experience all operations. sdme form of decentralized
organizations, management virtually never saw tbieigh events and has to rely
almost entirely on information provided through tlmemal and informal channels.
Although much viable information is passed througtisions, meetings and casual
conversations, such methods do not generally gieemplete picture nor do they

provide information in the correct form of intendesk.

So, as an organization grows, there is a shifinfinformal to more formal
methods of disseminating information. More formaformation systems are
observed through reports, operating system, spangllysis, various returns, balance
sheet returns, etc. These have the advantagesmpirehensiveness, consistency, and
reasonable accuracy but may suffer from the disstdgas of not meeting the exact
requirements of the problem at hand, the lack exifflility, time lag of events or
operations to reports and costs. In spite of thesssible disadvantages, the

development of MIS is virtually necessary in magjamizations today.

4.0 CONCLUSION
Different levels of management exist in organizaticanging from top level
management to middle to operational level. And eéhlevels of management need

information on which to base decisions for proganping, organization and control.
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5.0 SUMMARY

This particular unit has x-rayed the 3 levels ofnagement, how these levels
developed and even tried to analyse the commuaitathannels existing among these

levels.

6.0 TUTOR MARKED ASSIGNMENT

1. Mention and explain any three levels of managenmeah organization.
2. How is communication channelled among the Eeéimanagement?
3. Discuss management structure in relation to MIS.
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1.0 INTRODUCTION

This unit discuss the concept of information tedbgy bringing out its relevance in

the management of information in our organizati&rgoy your reading.
2.0 OBJECTIVES

At the end of this unit, you should be able to:

* Give the meaning of information technology.
» State the reasons for information technology.

» List the different areas of application of IT.
3.0 MAIN CONTENT
3.1 Meaning of Information Technology

Information Technology is the technique employedaguiring, processing, storage
and dissemination of audio, video, pictorial, tektand other discrete information
with the aids of electronics computing devices amlécommunication gadgets. It
actually combines computing with high-speed commatmon links carrying
information of differing sorts as sound, video,ttex ordinary image. Technologies
such as cell phones, pagers fax machines, andbportamputer has reduced the
meaning attached to physical locations in termsiroé, work, and leisure to mere
formalities.

3.2 Reasons for Studying Information Technology
Some of the purposes for learning about Informafiechnology are:

* To maximize the available information.
» To save time of service delivery.
» To reduce cost of running an organization.

» To reduce complexities in our organization.
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 To understand how best to use systematic approaciprocessing and
management of information.

* To improve on the quality of production.
3.3  The Ethics of Information Technology

By the ethics of information technology we mean phiaciples and values governing
the use of telecommunication gadgets in relatiomfiormation dissemination. Some

of the ethical issues are highlighted below:

» Complexity: The internal working of information tewlogies is so complex
that not even the manufacturers or the system wesgcan effectively
describe the workings. Its inherent digital prosriof ON/OFF makes it look
simple, but putting together all that is needed &ffective information
dissemination bring out the complexity factor.

» Speed: Storage, retrieval, and transmission ofatgramount of
information require greater speed and scale notidible before. This is
essentially necessary in the area of data secanity personal privacy. It is
worth knowing that information can never be consdetotally secure against
access.

* Predictability: Information technology is less pitdble and reliable
when compared to other pervasive technologies exdrelity, television, and
automobiles. This is because computers and commiomns require more

spontaneous responses especially in real timeattos.
3.4  Application of IT in Information System
There are three areas of application of IT in infation systems, viz:

1) Office support systems
ii) Data Processing

i) End User Computing

44



3.4.1 Office Support Systems

The specific area of IT applications in our offiagesludes text handling, data storage

and referencing, microform, and telecommunication.

A word processor can either be a dedicated word@dgssor or a general purpose
micro-computer utilising a word processing prograord processors are keen in
producing standard letters or reports which reguertensive editing and revision.
Word processors improve both productivity and duyallhe advent of photocopier
has immensely contributed to present day text agdth offices especially with the

case of colour and graphics. Enhancement in Degk Foblishing (DTP) was

facilitated by the developments in software anéiasinters. This enable professional

guality books, reports, literal arts and other doeantation to be produced in- house.

Information Technology has made it possible toestond access vast volumes of data
in our organisations or offices. VDUs and othemteal accessories are used in
accessing files maintained in disk backing storafds facility is invaluable for
current operations and for internal informationt here there is the need for
repeated reference to information in a visual fdhman either computer output on
microform. Another IT invokes is Tele-text whereistig television networks are
used as a channel for supplying information. Arslodfot of Tele-text is View-data
that provides electronic reference to material ratgvely. That is, the user can
interrogate the data held in the system and alpplgunformation to it. The system
uses a combination of telephones, computers, sad and communication
networks. A known View-data is the British Telecoalled PRESTEL.

Another special aspect to consider as far as ITiGgion to office is concern is
telecommunication. The facilities that were classif under telecommunication
include electronic mail, voice mail, networks, telanferencing, facsimile and
electronic data interchange. All these technologigisbe emphasized in more detail

in the next unit.
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Microforms are photographically reduced informatmmfiles. Computer information
on disk is fed into a machine called a microformoreer which read the data on the
disk and copy it onto the microform. Full size apican be printed on desire.
Reference and archive material is ideally suited domputer output microform.
Example is the libraries and stores. Document Infageessing is another form of
electronic filing. A document is passed throughcanser, translated into a digital

form, and a digitised image is then stored eleataily.
3.4.2 Data Processing

This is otherwise refers to as transaction proogssrhis is necessary in order to
ensure that day- to- day activities of the orgdiosaare processed, recorded and
operated upon. These systems perform the esserigabf collecting and processing
the daily transactions of the organisation. Theglude all forms of ledger keeping,
accounts receivable and payable, invoicing, credittrol, rate demands and stock
movements. The availability of mini and micro cortggg has made distributed data
processing more feasible and popular. Transactioogssing is essential to keep the
operations of the organisation running smoothly amavides the base for all other

internal information support.
3.4.3 End User Computing

Ordinarily, the individuals who had direct contagth computers were the system
programmers, analysts, designers etc. But the ad¥grersonal computers, computer
terminals, networks of all sorts, user-friendlyte@ire, databases and different utility
programs has turned the direction drastically, Whicturn has multiply the growth of

end-user computing.
Some of the applications that support the end cm@puting are:

» Decision Support Systems (DSS)

* Expert Systems
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» Executive Information Systems
» Text handling and publishing

» Computer based training

* End user programming

e Search and retrieval of information

The objective of decision support system is to suppnanagers in their work,
especially decision making. This unit tend to bringether data processing systems
and office support systems. DSS tend to be usqadainning, modelling, analysing
alternatives and decision making. For an interactomputer —based system to exist,
the following criteria has to be met.

* There must be a large database.

» Large data manipulation.

» Complex inter-relationships existing among fieldsexords in the database.
* Analysis by stages in case of iterative problems.

» Communication involving many personnel.

* Judgement is required.

An Expert System is a computer system which hasemecoded experience and
specialised knowledge of an expert. It uses a r@agavhich bears some resemblance
to human thought. The two major components of gesystem are knowledge base
and inference engine. The knowledge base encongp#ssduman expertise or facts
about the area in question. The inference engitigeisotality of the set of rules to be
applied in other to elicit fact from the knowledgase which will help in making the

final conclusion.
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4.0 CONCLUSION

Information Technology has taken over the choresnally associated with office
work, data processing and end user computing. Verg hard for an organisation to

execute any project without in one way or otheplawng these technologies.
5.0 SUMMARY

This unit emphasized the meaning surrounding timeet ‘information technology’,
the reasons we need information technology, thiestmploys in the usage of these
technologies and the application of these techmedogn the management of
information.

6.0 TUTOR MARKED ASSIGNMENT

1. What is information technology?

2. Enumerates the ethics of information technology.

3. Describe the three areas of IT application forimation technology.

4. Mention four applications that support end wsanputing.

5. List the criteria needed for interactive compgtin decision support system.
7.0 REFERENCES /FURTHER READINGS
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1.0 INTRODUCTION

In this unit, we are going to discuss the notabtehhologies present today in offices
and organisations. We are to explain in detail segiaich technology with respect to its

relevance in the management of information in aganizations.
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2.0 OBJECTIVES
At the end of this unit, you should be able to defand explain the following terms:

e E-mail.

* Teletext.

* Fax.

» Bulletin Board Service.

* Voice mall

* Networks

» Tele-conferencing and video-conferencing.

e Telnet.
3.0 MAIN CONTENT
3.1 Electronic Mail

Electronic mail is a method of transmitting da&xttfiles, digital photos, or audio and
video files from one computer to another over araimet or the Internet. Email is a
method of exchanging digital messages across temgt or other computer network.
Originally, email was transmitted directly from oneer to another computer. This
required both computers to be online at the same.tit enables computer users to
send messages and data quickly through a localre®ark or beyond through the
Internet. E-mail widespread has become a major ldpreent in business and

personal communications for recent years. The ¢-msaia store and forward

technology.

E-mail users create and send messages from indivichmputers using commercial
e-mail programs or mail-user agents (MUAs). Mosttltdse programs have a text
editor for composing messages. The user sendssagefo one or more recipients by
specifying destination addresses. An email messagsists of two components, the

message header, and the message body, which ethids content. The message
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header contains control information, including, mially, an originator's email
address and one or more recipient addresses. Ysutlitional information is added,
such as a subject header field. Originally a teX{-@ommunications medium, email

was extended to carry multi-media content attachsnen

The address of an e-mail message includes theesamt destination of the message.
Different addressing conventions are used depengpog the e-mail destination. An
interoffice message distributed over an intranetinternal computer network, may
have a simple scheme, such as the employee’s rfamine e-mail address. E-mail
messages sent outside of an intranet are addressmmtding to the following
convention: The first part of the address contdires user’'s name, followed by the
symbol @, the domain name, the institution’s oramigation’s name, and finally the

country name.

A typical e-mail address might bgwejoe@ebsu.edun this examplegwejoeis the
user's name; ebsu is the domain name—the specifinpany, organization, or
institution that the e-mail message is sent toramf and the suffixeduindicates the
type of organization thabsubelongs to—eomfor commercialprg for organization,
edu for educationalmil for military, andgov for governmental. An e-mail message
that originates outside the United States or i4 f®m the United States to other
countries has a supplementary suffix that indictescountry of origin or destination.
Examples includek for the United Kingdom, ng for Nigeri#, for France, an@u for

Australia.

E-mail data travels from the sender’'s computer toedwork tool called a message
transfer agent (MTA) that, depending on the addregber delivers the message
within that network of computers or sends it totheo MTA for distribution over the

Internet. The data file is eventually deliveredthe private mailbox of the recipient,
who retrieves and reads it using an e-mail prograMUA. The recipient may delete

the message, store it, reply to it, or forwaraibthers.

Email messages are not secure if email encrypsioot used correctly.
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Many MTAs used to accept messages for any recimanthe Internet and do their
best to deliver them. Such MTAs are called operl retay. This was very important
in the early days of the Internet when network @mtions were unreliable. If an
MTA couldn't reach the destination, it could atsiedeliver it to a relay closer to the
destination. The relay stood a better chance ovetahg the message at a later time.
However, this mechanism proved to be exploitablepbgple sending unsolicited
large email and as a consequence very few moderAsMife open mail relays, and
many MTAs don't accept messages from open maysdlacause such messages are

very likely to be spam.
3.2 Teletext/Viewdata

Teletext is written information on television. ¢t also a term used to refer a system of
broadcasting news and other information in writterm that can be viewed on
specially equipped television sets, superimposedom place of, the picture. It is a
system for transmitting commercial and other infation through existing television
networks. TELETEXT is a one-way, or non-interactiggstem for transmission of
text and graphics via broadcasting or cable fopldison a television set. A decoder
or microchip resident in the TV set is needed ttramt the teletext information.
Teletext can be transmitted over one-way cablever-the-air broadcasting via radio
or television. In the case of TV, it can occupyufl thannel or be encoded in the

vertical blanking interval, or VBI.

Viewdata is a videotex implementation. It is a tyenformation retrieval service
which a subscriber caaccess a remote database via a common carriengl
request data and receive requested data on a didplay over a separate chan
Viewdata is an interactive information system iniefthtext and graphic data store«
a central computer are transted over telephone lines to be displayed on difieal
television receiver. Viewdata is different fromeixt in some ways. For instar
users can interrogate the data held in the systainatso supply information to

And also the viewdata systemses a combination of telephones, compt
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television, and communication networks. Viewdatatib in use today in the Unit
Kingdom, mainly by the travel industry. Travel atgense it to look up the price ¢

availability of package holidays and flights.

3.3 Fax

Facsimile transmission is a technology that allcavs exact copy of an original
document including diagrams, pictures and texteclectronically in digitized form
over telephone lines and reproduces in its origioam at the receiving end. It
performs similar function as photocopying machinghwhe difference of using a
telephone to cover a long distance. The most reaedtimproved fax machine can

interactively be used to transmit both voice ani danultaneously.

Although businesses usually maintain some kincagfdapability, the technology has
faced increasing competition from internet-baseerahtives. However, fax machines
still retain some advantages, particularly in th@nsmission of sensitive material
which, if sent over the Internet unencrypted, mayviolnerable to interception. In
some countries, because electronic signatures mimacts are not recognized by law
while faxed contracts with copies of signatures r@®gnized, fax machines enjoy
continuing support in business.

In many corporate environments, standalone fax mastave been replaced by "fax
server" and other computerized systems capableadiving and storing incoming
faxes electronically, and then routing them to sis@r paper or via an email (which
may be secured). Such systems have the advantagewfing costs by eliminating
unnecessary printouts and reducing the numberbaiuind analog phone lines needed

by an office.

3.4 Bulletin Board System

This is an online forum used to exchange emailat,dnd access software. Bulletin
Board System is a computer or an application déelict the sharing or exchange of
messages or other files on a network. Originallyebattronic version of the type of

bulletin board found on the wall in many work placéhe BBS was used to post
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simple messages between users. The BBS becameritharp kind of online
community through the 1980s and early 1990s, bdafwaéVorld Wide Web arrived.

Most BBSes are devoted to a particular subjedboaljh some are more general in
nature. Among special interests represented on BBS8edentistry, law, guns, multi-
player games, Druidic practices, and informatiom fioe disabled. A significant

number of BBS sites offer "adult-oriented" chat améges that can be downloaded.
The BBS is often free, although some charge a meshipeor use fee. Many BBSes
have Web sites, and many Internet access providess bulletin board systems from
which new Internet users can download the necessdtyare to get connected. The
BBS has its own culture and jargon. For examplkeysop is the person who runs the
site. Online chat became widely popular throughBBS and many chat acronyms

originated there.

3.5 Voice- Malil

Voicemail (also known as voice-mail Systems (VM) message bank) is a
centralized system of stored telephone messagesdhabe retrieved later. The term
iIs also used more broadly to denote any system afveying a stored
telecommunications voice message, including usingaaswering machine. It is
electronic communication system that stored digdizrecording of telephone

messages for later playback.

Voicemail systems are designed to convey a recaaddi message to a recipient. To
do so they contain a user interface to select,, @ag manage messages; a delivery
method to either play or otherwise deliver the rages and a notification ability to
inform the user of a waiting message. Most systeises phone-networks, either
cellular or land-line based, as the conduit foloélihese functions. Some systems may
use multiple telecommunications methods, permittepients and callers to retrieve

or leave messages through multiple methods.

Simple voicemail functions as a remote answeringhme using a touch-tone as the

user interface. More complicated systems may user aput devices such as voice or
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a computer interface. Simpler voicemail systems play the audio message through
the phone, while more advanced systems may haeenalive delivery methods,
including email or text message delivery, messagester and forwarding options,

and multiple mailboxes.

Notification methods also vary based on the voidgesystem. Simple systems may
not provide active notification at all, instead ueqg the recipient to check with the

system, while others may provide an indication thassages are waiting.

Almost all modern voicemail systems use digitatage and are typically stored on

computer storage devices.
3.6 Telnet

This is an internet service that makes a user’speen a terminal to other computers
on the internet. It presents a user to appear tphlysically using another computer
which is away from his own computer. Individuallms own can run programs, delete

files, view content files, modify, save, lock filasanother or remote computer.

To cut short, telnet is a terminal emulation progthat allows computer users to coni
interactively to a server and access remote ditegs the first packedwitched networ
service that was available to the general publiaridis commercial and governm
interests paid monthly fees for dedicated linesneating their computers and lo
networks to this backbone network. Freeblpudialup access to Telnet, for those \
wished to access these systems, was provided uréds of cities throughout the Uni

States.

3.7 Network

A computer network, often simply referred to asedwork, is a group of computt
and devices ierconnected by communications channels that fai

communications among users and allows users te gleaources. It is a systernr
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two or more computers, terminals, and communicatidavices linked by wire
cables, or a telecommunications system in ordexthange data.

The network may be limited to a group of users Incal area network, or be glo
in scope, as the Internet is. Network users are &bkhare files, printers, and ol
resources; send electronic messages; and run pmsgma other computers.
computer network allows sharing of resources af@amation among interconnect

devices

. In the 1960s, the Advanced Research Projects &g&hRPA) started funding &
design of the Advanced Research Projects Agencyvdikt (ARPANET) for the
United States Department of Defence. It was tre# Gomputer network in the wor
Development of the networlsegan in 1969, based on designs developed dura
1960s.

A network has threlyers of components: application software, netwsoktware
and network hardware. Application software consistscomputer programs tt
interface with network users andrpegt the sharing of information, such as fi
graphics, and video, and resources, such as [wiatet disks. One type of applical
software is called cliergerver. Client computers send requests for infdonaoi
requests to use resources to othemputers, called servers that control data
applications. Another type of application softweealled peer-to-peer. In a peer-to-
peer network, computers send messages and regirestty to one another withou

server intermediary.

Network softwareconsists of computer programs that establish patéoor rules, fc
computers to talk to one another. These protocascarried out by sending ¢
receiving formatted instructions of data called keds. Protocols make logit
connections between metrk applications, direct the movement of packét®ugl
the physical network, and minimize the possibibfycollisions between packets <

at the same time.

Network hardware isnade up of the physical components that connectpaters
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Two important omponents are the transmission media that carryctmputer'
signals, typically on wires or fibreptic cables, and the network adapter, w
accesses the physical media that link computexives packets from netwc
software, and transmits instriarts and requests to other computers. Transr
information is in the form of binary digits, or ¥i{1s and 0s), which the comput

electronic circuitry can process.

A network has twdaypes of connections: physical connections that detnputer
diredly transmit and receive signals and logical, atual, connections that allc
computer applications, such asnail programs and the browsers used to explor
World Wide Web, to exchange information. Physicahmeections are defined by
medium usd to carry the signal, the geometric arrangementthef computel
(topology), and the method used to share informati@gical connections are creg
by network protocols and allow data sharing betwagplications on different typ
of computers, suchsaan Apple Macintosh or a personal computer (PGhing the
Microsoft Corporation Windows operating system, annetwork. Some logic
connections use clieserver application software and are primarily fde fanc
printer sharing. The Transmission Crol Protocol/Internet Protocol (TCP/IP) su
originally developed by the United States DepartnodérbDefense, is the set of logi
connections used by the Internet, the worldwidesodium of computer networl
TCP/IP, based on peer-to-peer applicasoftware, creates a connection betweer

two computers.
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3.8 Teleconferencing and Videoconferencing

Tele-conference is an offshoot of one-to-one ted@phconversation. It allows many
people to be simultaneously connected so that skéon can take place even when
they reside in different places at the time. Theant it creates facilitate speedy
gathering and assessing of information in an oggdion. Teleconferencing has only
one short coming, which is its inability to idegtiér authenticate the speakers during
meeting.

Video-conferencing is the technology where participantdifferent places conneci

by both audio and video links hold meetings. Thougleoconferencing is far mc
expensive than keconferencing, it solves the problem of user idigation. An

example is MTN e-Presence.

4.0 CONCLUSION

There is no gainsaying the fact that numerous t@olgres such as e-mail, telnet,
teleconference, networking, viewdata and so ontdlean over the day- to-day office
work. This has landed us into information age asrgwdy knows today. That the

world is a global village is a product of infornatitechnologies described above.

5.0 SUMMARY
This unit itemised one after the other eight infatton technologies employed today
in office, which include: electronic mail, telex,oicemail, computer network,

teleconference and video conference, fax, BullBoard Service and telnet.

6.0 TUTOR MARKED ASSIGNMENT

1. Demarcate between teleconference and video@rder

2. Viewdata is an example of information technolobyue or false?
3. MUA stands for what?

4. Use diagram to demonstrate star topology arraegée

5. Write short on the following: voice mail, emd#)etext and networking.
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1.0 INTRODUCTION

Calling the world a global village is another wayappreciating the role the internet
has played in the development of both the worlcheany and the societal lives of its

inhabitants. Internet is the master disseminatanformation around the globe.
2.0 OBJECTIVES
At the end of this unit, you should be able to:

» Give the meaning of internet and its origin.

» State the requirement for connecting to internet
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3.0

State the different formats information can be ldiged

Get more information on the usage of internet

List the limitations of the internet

MAIN CONTENT

The Internet is a vast connectivity of global netkdinking several other
networks and electronically associating millionspebple and computer users
around the world. The networks makes it possibtarflmrmation stored in the
major computers connected to it known as hostsetaccessible by other users

irrespective of the distances separating them.lIftegnet is the base of global

communication and information sharing.

The internet is hosted by several computers newebtgether as shown in the

figure 4 below.
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FIG. 4: Dissemination of Information to and fro the Internet
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3.1  Origin of the Internet

History had it that in the 1950s and early 196Q0sprpto the widespread inter-
networking that led to the Internet, most commutndcanetworks were limited in that
they only allowed communications between the station the network. Some
networks had gateways or bridges between thenthkge bridges were often limited
or built specifically for a single use. One prevaleomputer networking method was
based on the central mainframe method, simply atiguwts terminals to be connected
via long leased lines. This method was used il 8%)s by Project RAND to support
researchers such as Herbert Simon, in Pittsburghngylvania, when collaborating
across the continent with researchers in SulliMdimois, on automated theorem
proving and artificial intelligence. The resear@d Ito the development of several
packet-switched networking solutions in the late6® and 1970s, including
ARPANET and the X.25 protocols. The ARPANET invalveeveral experts from the
government, military, universities and the pubbodecentralise the network for other

users apart from the United States Defense.

Additionally, public access and hobbyist networkisgstems grew in popularity,
including unix-to-unix copy (UUCP) and FidoNet. Hhwere however still disjointed

separate networks, served only by limited gatevimys/een networks. This led to the
application of packet switching to develop a protofor inter-networking, where

multiple different networks could be joined togethato a super-framework of

networks.

It was until 1989 when the National Science Fouiogai{NSF) took over from
ARPANET to form the NSFNET that the Internet as heve it today evolved.
Several supercomputers were provided to serve &sst&s or main servers, and
involved private companies and other business m&wvim serve as links for smaller

users.

By defining a simple common network system, thermét protocol suite, the concept

of the network could be separated from its physicgllementation. This spread of
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inter-network began to form into the idea of a glomter-network that would be

called 'The Internet’, and this began to quicklyead as existing networks were
converted to become compatible with this. This ag@rquickly across the advanced
telecommunication networks of the western worldj #men began to penetrate into
the rest of the world as it became the de-factermational standard and global
network. However, the disparity of growth led tdigital divide that is still a concern

today.

The use of the World Wide Web, which was developethe late 80s to allow for
graphics and multimedia, and the integration ofesgvaspects of the Internet, was
introduced in the early 90s.

3.2 Requirement for Internet Connectivity

For anyone to connect to the Internet, he/shene#ld certain components. The basic

requirements for one to connect to the internduge the following:

e Computer System You can use PC or any type of computer such a4-1B
compatible or Macintosh computer to connect tolthernet. It is advisable to use
a system with at least 128 MB of RAM, 10 gigabytéshard disk and above,
Windows NT, 95 or higher versions of windows opmigsystem e.t.c

e Modem (Modulator-Demodulator): A modem is a device that lets computers
communicate through telephone lines. Modems prowdsy way to access
information on the Internet. There are also othghlspeed connections such as an
integrated services Digital Network (ISDN), Digiglbscriber Line (DSL) , radon
technology etc.

e Phone Line:You use the same phone line for telephone and maadls.

e |SP: ISP stands for Internet service provider. An ISR company that gives you
access to the Internet for a fee.

e (Cables and phone socketsrou need cables to connect your modem to the @hon
socket and the computer. The computer needs toeconm the modem which in

turn dials up the ISP using the phone socket.
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e Browser. Browsers are software programs that allow you swrbrowse the
Internet. A typical example of a browser is theeinet explorer, Mozilla

Fireworks, and the Netscape navigator.
3.3 Information Format on the Internet

Information is stored on the Internet in differéotmats. The most common and most

popular are discussed below:

* Web pages: A web page is made up of text, pictures, animatiansl
hyperlinks (a hyper link or simply link is the untiee word, or phrase on a
web page which when clicked on will take you to ttweo section of the page or
to another page(s) entirely) .A collection of rethtveb pages is called a web
site and collection of web sites on the Internetabed the World Wide Web
(www).

» File transfer protocol (FTP): FTP allows you to download a file to your
personal computer.

* Email: This format allows you to send and receive messamspecific people
of interest.

* Newsgroups:The groups let you exchange information amongetitee group
of people sharing the same interest. It is beemnl wgielely by Newspaper

publishers over the internet.
3.4 Internet Usage

The first time you connect to the Internet, youd&e enter your username and your
password and the number to dial if you are usirg-ul connection. All these

information can be found from the letter from yé8P. Your computer can then save
these items so that you don’t have to type in tleeery time you want to connect to
the Internet. If you are on a cyber café, all yeecdhto do every time is to type in your

username and password to gain access to the Iht€hmeeessence of this process is to
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either authenticate the user’s permission to usertternet through the local network

or through the ISP, or to estimate the period wtherinternet is in use.

You start accessing the internet as soon as you\siar browser either by double
clicking it on the desk top or lunching it througjre task bar or start menu. The

common operations involved in surfing the Intennetude:

Browsing the Web Site; Browsing is an event in which internet users naega
through web pages for information. To visit a wéb,syou must know the web site’s
name you want to visit. To visit a web site, jugie the name of the web site in the
address field and click go or press “Enter” keytlos keyboard. The home page of the

web site is displayed, from where you can viewirtt bther pages of the site.

Search the Web;To search the web means to look for informationttan Internet.
With the help of Internet Search Engines, one @ailyeget at particular information
on the web. An Internet Search Engine is an Intesite designed to help user find
information on a given subject, usually by locatsgyeral sites or web pages that
have the required information. There are many Sekrgines existing today. They
include: google.com, yahoo.com, altavista.com, @&mn,c ask.com, USA.com,
infoseek.com, lycos.com, 87.com, metacrawler.comgbomawler.com, and
excite.com. The Google site is essentially a $eangine that does not provide many
other public websites services. It has one of #éngdst database coverage, searching

more than 3 billion web pages to provide matchegjieries.

When you type in the keywords into the search buk @ick Google Searchjt then
gueries for the information across millions of wedges and in seconds presents you

with several options.

Downloading a File; To download a file means to copy a file from timetnet to
your computer. Actually to download implies to modata from a larger computer

folder to a smaller one. Most downloadable programibe internet provide for a link
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to be clicked on by those who want to download, iahakmation, such as: click here

to downloadjs given to notify the user.
3.5 Limitations of the Internet

There are quite a few limitations of the Internet disadvantages, which
include that Internet:

* is time consuming

* is sometimes costly

» can have corrupting influence

» degrades morals

e causes anxiety

» causes stereotyping

» can be a tool for dissemination of heresy

* has privacy infiltration risks

Attraction of people to your web site is a velgw, tedious process search engines

can take up to 3 to 6 months to start reporting gite.
40 CONCLUSION

Much as you know, Internet today means the worklirmss either in items of buying
and selling of goods and services or transactiegptating and reaching agreement
with other firms on the net. So much varying sesid provides that maximize the
essence of information technology. Based on pels@hae, little mention bottlenecks

exist as enumerated above.
5.0 SUMMARY

This unit discuss the concept of internet; its eagh much on its origin, the
requirement for its connectivity, the informatioorrat, its usage and the limitation

for the usage.
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6.0 TUTOR MARKED ASSIGNMENT

1. What is Internet?

2. Enumerate the limitations of Internet.

3. Write short note on any three Internet usages.
4. Give brief history of the Internet.

7.0 REFERENCES/FURTHER READINGS

1. Inyiama H.C. (2000): Understanding Computefg Dynamic Informer 2000,
15A Bank Avenue, Aguowa, Trans-Ekulu, Enugu, Nigeri

2. Mbam B.C.E. (2002): Information Technology avidnagement Information

System; Our Saviour Press Ltd, Enugu, Nigeria.

3. Mbam B.C.E. (2003):Computer Applications;Our Saviour Press Ltd,
Abakaliki,

Nigeria.

4. Livinus C. N.(2003)internet Literacy;Horizon Publications, Obiagu Road,
Ogui

New layout Enugu, Nigeria.

67



UNIT 4

CONTENTS

1.0
2.0

3.0

4.0

5.0

6.0

7.0

Modes of Information Communication and Compuer Operation

Introduction

Objectives

Main Content

3.1 Simplex Mode

3.2 Duplex Mode

3.3  Network System

3.4 Computer Operation Modes
3.4.1 Stand-Alone Mode
3.4.2 Batch Process Mode
3.4.3 Time-Sharing Mode

3.5 Terminal

3.6 Teleprocessing

Conclusion

Summary

Tutor Marked Assignment

References/Further Readings

68



1.0 INTRODUCTION

Communication they say is the brain behind inforamatAn obvious fact is

that without communication there is no informatftow.
2.0 OBJECTIVES

At the end of this unit, the reader will be conestswith the different ways
information can be communicated and also be actpaiwith the modes of

computer operation.
3.0 MAIN CONTENT

Information can be communicated from one systemarnother of the

following modes: simplex, half and full-duplex, andtwork modes.

3.1 Simplex Mode

In this mode of information communication, infornoat flow takes place only
in one direction. That is, information can be eittransmitted or received but
not both. A system can only receive information amdl never transmit
information or transmit only but cannot receiveormation. A commercial

radio station transmission is an example of simphexle of communication.
3.2 Duplex Mode

In this mode of information communication, infornoat flow both directions.

A mode of where the information flow in both direct, but not at the same
time is referred to as half-duplex mode of commation. But a full-duplex

mode allows communication in both direction and shene time as well. An
example of half — duplex mode system is a two-veaa set popularly known
as walkie-talkie that allows one user listens wittike other talks as the circuitry
of the receiver is automatically turn off durin@nsmission mode. A good

example of full duplex mode is the handsets invekerywhere today.
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3.3 Network System Mode

Computer network system is a communication systé@reby many computer
systems are linked together for the purpose ofispanformation as well time
among the computer users. Distribution of compaietiamong computers,
coordination among processes running on differeamputers, remote
input/output device accesses, remote data and diteesses, personal
communications, internet, world wide web are pdssithrough computer

network system.
3.4  Computer Operation Modes

Modes of computer operation refer to various waysguter can be operated
upon with regard to other computer or components. aké going to discuss
three modes of operation: stand alone, batch psowgsand time-sharing

modes.
3.4.1 Stand -Alone Mode

In this mode of operation, it is only one user tisgpermitted a time to use the
computer. This implies that a current user must qud give way before
another user can operate the system. This modampantly used especially

with personal computers as laptops, desktops @books.
3.4.2 Batch Processing Mode

This is a mode of operation whereby tasks belangindifferent computer
users are stored in the computer memory in queundstl@e jobs are then
executed one after the other according to order Were served. Because jobs

can be prioritized, jobs with less priority can og&y without being executed.
3.4.3 Time — Sharing Mode

This is the mode of computer operations wherebgex is allocated a given

time slice, typically some seconds, during whicl tfser can do whatever he
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wants. Time sharing mode is a special multiprogramgmrmode which involves
the sharing of time among all the users of a go@mputer. The computers are
often located far away from the various users dnadimterconnected to them
through telecom or data communication networks Mvorthy of note that time

sharing is an internal activity within the systemtu
3.5 Terminal

A terminal is an input/output that uses a keybdardnput and a monitor for
output. The most common type of terminal is duifiiis terminal can only be
used to receive information from a computer. Aaragle of a dumb terminal
is airline clerks at airport ticket and check — daunter. Another type of
terminal is intelligent terminal where informatioan be processed using an in-
built processor. Examples include Automated Tefteachine and Point of

Scale.
3.6 Teleprocessing

It is process whereby computer are connected tocHmral processor by
telecommunication network by special dedicatedllgatdinks or microwave
using a terminal located on a remote stations. Bathinstructions inputs from
each remote station are transmitted to the ceptoamlessor and the result of the

processing is transmitted back almost immediately.
4.0 CONCLUSION

The flow of information within an organization iset strong force that draws
the major economic stream of business. The cordigur of computer
determines the mode which it operates. The direatibich information flows

is the subject to communication mode.
5.0 SUMMARY

We have been able to put you through the mode®mipater operations like

stand alone, batch processing and time sharing snofllso, the different
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7.0

information communication modes such as simplexXf Hdaplex and full

duplex modes.

6.0 TUTOR MARKED ASSIGNMENT

1. Explain the modes of computer operations.
2. What is teleprocessing?

3. Classify terminal.

4. Analyse the modes of information flows.
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1.0 INTRODUCTION

This unit look at the various ways information isify represented in computer
system, both the way it is represented in the caempmemory and in different
application packages.

2.0 OBJECTIVES

At the end of this unit, the reader should be dblstate five ways information is
represented in the memory.

3.0 MAIN CONTENTS

Information is represented in a computer memorynaans of binary sequences that
are organized into computer words. Computer reptesaformation by one of two
states, on or off. One on or off is known as iattis, binary digit.

A byte is a useful quantity in which to store inf@tion because it provides enough
possible patterns to represent the entire alphab&iywer and upper cases, as well as
numeric digits, punctuation marks, and several attar-sized graphics symbols,
including non-English characters such asA byte also can be interpreted as a pattern
that represents a number between 0 and 255. Aykdebl,024 bytes—can store
about 1,000 characters; a megabyte can store dbmillion characters; a gigabyte
can store about 1 billion characters; and a teeabgh store about 1 trillion characters.
Different formats exist in which information can kered. They includes: ASCII,
BCD, EBCDIC, Excess-3 codes, and Gray Code.

3.1 ASCIl codes

ASCII is acronym for American Standard Code foromfation Interchange. ASCII

provides for 256 codes divided into two sets—stath@and extended—of 128 each.
These sets represent the total possible combirsabbreither 7 or 8 bits, the latter
being the number of bits in 1 byte. The basic,tandard, ASCII set uses 7 bits for
each code, yielding 128 character codes from Outirol27 (hexadecimal OOH
through 7FH). The extended ASCIl set uses 8 bits dach code, yielding an

additional 128 codes numbered 128 through 255 ¢hetmal 80H through FFH).
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In the standard ASCII character set, the first 8Ri@s are assigned to communication
and printer control codes—nonprinting charactemshsas backspace, carriage return,
and tab—that are used to control the way infornmati® transferred from one

computer to another or from a computer to a printére remaining 96 codes are
assigned to common punctuation marks, the digitedugh 9, and the uppercase and

lowercase letters of the Roman alphabet.

The extended ASCIlI codes, 128 through 255, aregmasdi to variable sets of
characters by computer manufacturers and softwaeweldpers. These codes are not
as interchangeable among different programs andputars as are the standard
ASCII characters. IBM, for example, uses a grouperfended ASCII characters
generally called the IBM extended character setitfmpersonal computers; Apple
Computer uses a similar but different group of eaezl ASCII characters for its
Macintosh line of computers. Thus, whereas thedstah ASCIl character set is
universal among microcomputer hardware and softwextended ASCII characters
can be interpreted correctly only if a program, pater, or printer is designed to do

SO.
3.2 EBCDIC

EBCDIC is acronym for Extended Binary Coded Decinatierchange Code. A
coding scheme developed by IBM for use with its paters as a standard method of
assigning binary (numeric) values to alphabetic,manc, punctuation, and
transmission-control characters. EBCDIC is analegmuthe ASCII coding scheme
more or less universally accepted in the micro-aatmg environment. It differs in
using 8 bits for coding, thus allowing 256 possitiaracters (in contrast to the 7 bits
and 128 characters in the standard ASCII set).odigih EBCDIC is not widely used
with microcomputers, it is well known and intermeially recognized, primarily as an

IBM code for the corporation’'s mainframes and n@ameuters.

Extended ASCII code is an 8-bit code which addglgaand math symbols to ASCII

for a total of 256 symbols. Extended ASCII provi@deisled capability by allowing for
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128 additional characters, such as accented letieaphics characters, and special

symbols.
3.3 BCD

BCD implies binary coded decimal. It is used in tBpresentation of the digits O to 9.
Information for each decimal digit is representgdf@ur-bit binary word. For other
numbers greater than 9, a combination of the BCilesmf the digits present in the

number is used.

0 1 2 3 4 5 6 7 8 9

0000 | 0001 0010 0011 | 0100, 0101 011@111|1000 |1001

Fig 5: Table of BCD codes from 0 to 9
3.4  Excess 3- codes

The name “Excess 3- code” signifies the operatemmied to arrived on representation
of the number. It implies that the code is deribbgdhe addition of 3 (0011) to a BCD.

Decimal| O 1 2 3 4 5 6 7 8 9

BCD 0000|{ 0001| 0010 | 0011 0100| 0101|0110 | 0111, 10001001

Excess | 0011| 0100| 0101 | 0110 0111| 1000|1001 | 1010|1011 1100
3

Fig 6: Table of Excess 3 codes of 0 to 9.
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3.5

The Gray code’s most important characteristic & tnly one digit changes as
you increment or decrement the count. The Gray ¢sd@mmonly associated

with input/output devices such as an optical encofla shaft’'s angular position.

4.0

5.0

6.0

Gray codes

0

1

2

3

4

5

6

7

8

9

0000

0001

0011

0010

0110

0111

01(

)D100

1100

1101

Fig 6: Table of Gray Codes of 0 to 9

CONCLUSION

Computer only understand the machine language,hnibinary language of

zeros and ones (0s and 1s). So, to discuss howntarsnation is represented in

a computer system is a vital thing to do.

SUMMARY

We have looked into different information represdion format starting from

ASCII to BCD. Also discuss are gray codes, exc@sodes, and so many

others.

TUTOR MARKED ASSIGNMENT

1.

What is the BCD equivalent of 187

How many bits can be used to represent a singlendédigit using

BCD?

Where can a gray code be useful?

A code gotten by addition of 0011 to BCD code isWn as
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7.0
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INTRODUCTION

Storage units are memories required in a compyttes to store large
data, since the storage capacity of the main memdnyited. Also, it is
costly to used main memory for mass storage, heunnayoidable

presence of disk/ secondary storage media.
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2.0 OBJECTIVES

At the end of this unit, the reader will be in leetposition to discuss the
different storage media used in storing large vasrof data in organizations

where management information system is invoked.
3.0 MAIN CONTENT
3.1 Magnetic Tape

Magnetic tape is similar to the reel-to-reel audssette tape desk used for sound
or film recording. The data are stored in tapelotks with gaps between them to
allow for stoppage and starts. Data is recorded ontread from magnetic tapes
using a device called Magnetic Tape Unit. Magnetpe served as a very efficient
and reliable information storage media since théyd#s. Magnetic tape storage
has the advantage of holding enormous amountstaf dacause of this, it is used
to store information on the largest computer systefime short comings of using

magnetic tape are as follows:

I. It has a very slow data access time when comparedhier forms of storage
media.

ii. Access to information is sequential.

Like the surface on a magnetic disk, the surfacepé is coated with a material that
can be magnetized. As the tape passes over amoetaginet, individual bits are
magnetically encoded. Computer systems using magiage storage devices employ
machinery similar to that used with analogue tapen-reel tapes, cassette tapes, and

helical-scan tapes.

3.2  Floppy Disk

Floppy Disk, in computer science is a round, fletcp of Mylar coated with ferric
oxide, a rust-like substance containing tiny p&ticcapable of holding a magnetic
field, and encased in a protective plastic coves, disk jacket. Data is stored on a

floppy disk by the disk drive's read/write head,ahhalters the magnetic orientation
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of the particles. Orientation in one direction es@nts binary 1; orientation in the
other, binary 0. Typically, a floppy disk is 5.2%hes in diameter, with a large hole in
the center that fits around the spindle in the dlske. Depending on its capacity,
such a disk can hold from a few hundred thousaru/éo one million bytes of data. A
3.5-inch disk encased in rigid plastic is usualyled a microfloppy disk but can also

be called a floppy disk.

3.3  Magnetic Disk/Hard Disk

The hard disk is a computer device for storing daggmount of data. It resides
permanently within the system unit of every compudd! installed software packages
occupies this storage unit. The storage capacity bard disk drive is measured in
gigabyte (18 bytes), while the physical size is recorded irhgsHard Disk is one or

more inflexible platters coated with material tlaiows the magnetic recording of
computer data. Hard disks provide faster accessata than floppy disks and are
capable of storing much more information. Becausdtgrs are rigid, they can be
stacked so that one hard-disk drive can access thaneone platter. Most hard disks

have from two to eight platters.

The disk drive is the motor that rotates the dible read-write mechanism and the
logic board, receives commands from the operatipgfesn to place or retrieve

information on the disk. To read or write infornmatito a disk, drives use various
methods. Floppy and hard drives use a small maghetad to magnetize portions of

the disk surface.

To write data to the disk, the read-write head te®a small magnetic field that aligns
the magnetic poles of the particles on the surfdidbe disk directly beneath the head.
Particles aligned in one direction represent a Dewparticles aligned in the opposite
direction represent a 1. To read data from a disk,drive head scans the surface of

the disk. The magnetic fields of the particlesha tlisk induce an alternating electric
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current in the read-write head, which is then tiatesl into the series of 1s and Os that
the computer understands.

Data stored in hard disk are organized as fileefmy reference. Large program whose
sizes exceed that of the main memory are helderatbhival store and brought in to

over-write the previous portion in main memaory.

3.4  Flash Disk

Flash disk is a removable, portable, flash memaygeld data storage device that
works through the computer’'s Universal Serial BUSB) port. Flash disk is very

portable due to smallish nature of the physicad.siz

The storage capacity of a Flash disk is regularirethe order of 128MB, 256MB,
512MB, 1GB e.t.c. Thus, the smallest type of fl§R8MB) can store what eighty

eight diskettes cannot finish.
3.5 CD-ROM

CD-ROM is acronym for compact disc read-only memaryigid plastic disk that
stores a large amount of data through the usesef laptics technology. Because they
store data optically, CD-ROMs have a much highemony capacity than floppy
disks that store data magnetically. However, CD-ROMWes, the devices used to
access information on CD-ROMSs, can only read in&drom from the disc, and not

write to it.

The underside of the plastic CD-ROM disk is coateith a very thin layer of
aluminum that reflects light. Data is written t@t@D-ROM by burning microscopic
pits into the reflective surface of the disk witlp@werful laser. The data is in digital
form, with pits representing a value of 1 and 8abts, calledand, representing a
value of 0. Once data is written to a CD-ROM, ihwat be erased or changed, and
this is the reason it is termed read-only memomtaDs read from a CD-ROM with a

low power laser contained in the drive that bouricgg—usually infrared—off of the
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reflective surface of the disk and back tpletodetectorThe pits in the reflective

layer of the disk scatter light, while the land s of the disk reflect the laser light
efficiently to the photodetector. The photodetet¢tmn converts these light and dark
spots to electrical impulses corresponding to 18 @s. Electronics and software

interpret this data and accurately access thenrdbon contained on the CD-ROM.

CD-ROMs can store large amounts of data and s@@pelar for storing databases
and multimedia material. The most common formaCBbFROM holds approximately

630 megabytes. A regular floppy disk holds appratety 1.44 megabytes.

CD-ROMs and Audio CDs are almost exactly aliketmicture and data format. The
difference between the two lies in the device use@ad the data—either a CD-ROM
player or a compact disc (CD) player. CD-ROM playare used almost exclusively
as computer components or peripherals. They masither internal (indicating they

fit into a computer’s housing) or external (indiogtthey have their own housing and

are connected to the computer via an external.port)

Both types of players spin the discs to access amt@iey read the data with a laser
device. CD-ROM players only spin the disc to ac@ssctor of data and copy it into
main memory for use by the computer, while audics@pin throughout the time that

the audio recording is read out, directly feedimg signal to an audio amplifier.

The most important distinguishing feature among RDM players is their speed,
which indicates how fast they can read data froendisc. A single-speed CD-ROM
player reads 150,000 bytes of data per second. IB@peed (2X), triple-speed (3X),
guadruple-speed (4X), six-time speed (6X), and teigies speed (8x) CD-ROM

players are also widely available.

Other important characteristics of CD-ROM players seek timeanddata transfer
rate. The seek time (also called the access time) meadww long it takes for the
laser to access a particular segment of data. kdly@D-ROM takes about a third of

a second to access data, as compared to a ty@oldnive, which takes about 10
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milliseconds (thousandths of a second) to accetss @ihe data transfer rate measures

how quickly data is transferred from the disk madighe computer’'s main memory.

The computer industry also manufactures blank,roadde compact discs, called CD-
Rs (compact disc-recordable), that users can retatal onto for one-time, permanent
storage using CD-R drives. Compact disc-rewritegBB-RWSs) are similar to CD-

Rs, but can be erased and rewritten multiple times.

4.0 CONCLUSION

It is no longer news that of the characteristic thifferentiate a modern technology
in this information age and the later technologiesthe ability of the present
technologies to possessed storage facility. Thisage media especially as they

concern to computer system have been itemisediaodss in this unit.
50 SUMMARY

The storage media in discourse in this unit inctudeagnetic tape, floppy disk,

compact disk, flash disk and magnetic disk.

6.0 TUTOR MARKED ASSIGNMENT

1. Write short notes on any three storage mediamputer system.

2. Explain the difference between seek time and ttansfer rate.

3. Mention any three standard storage capacigsgizat a flash disk can have.
4. Disk and Drive in computer system mean the sdme or False? Why?
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1.0 INTRODUCTION

Organizations information contained in computezsibnd disks need to be protected
against malicious ClTages and attacks from unsdouguintruders. This is because
information is a strategic resource which is exekly used by staff and management
of that organization. This attacks which can bepetrated through the environment,
hardware or software disclose organizational inframn to unauthorized users hence
exposing them to a lot of dangers. Computers amdrtformation they contain are

often considered confidential because they areicesd from a number of users.

2.0 OBJECTIVES

At the end of this unit, you should be able to:

* Give the meaning and explain the concept of infailenasecurity.
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» State the threats to computer security

» Describe the different security measures
3.0 MAIN CONTENT

3.1  Meaning of Computer Security

Computer security is a branch of technology knownirdormation security. The
objective of computer security includes protectadrinformation and property from
theft, corruption, modification or natural disastehnile allowing the information to
remain accessible and productive to its intendesfsusin other words, computer
security is a technique developed to safeguardnmdtion and information processing
tools in a computer from malicious users. Compudeis the information they contain
are often considered as confidential systems beddes uses are typically restricted
to a limited number of users. This confidentiaign be compromised in a variety of
ways hence introducing threats to the computer.plewho intentionally break
through ones confidentiality are computer expett® \are knowledgeable enough in
information processing techniques and software namgiing. With the ever
increasing use of computers in diverse applicattweas of human endeavours

therefore has made computer security a global issue
3.2 Threats to a Computer

With their increasing power and versatility, comgratsimplify day-to-day activities
of life. Unfortunately, as computer use becomes enwidespread, so do the
opportunities for misuse. Computer hackers ( peapie illegally gain access to other
peoples computer systems often violating privacy sampering with, modifying or
destroying records. Programs called viruses or woran replicate and spread from
computer to computer, erasing information or cagsaystem malfunctions. The

various threats to a computer include the following

3.2.1 Computer Virus
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Computer viruses have been a problem for yearsaemdtill prevalent today.
The common blunder people make when the topic ofpeder virus arises is to
refer to a worm or Trojan horse as a virus. Thesedw which are normally
used interchangeably do not exactly have the sagsnimg. Yet they are all

malicious programs that can cause ClTage to yoonpcier.

A computer virus is a computer program that canycigelf and infect a

computer without the permission or knowledge of elener. It attaches itself
to a program or file enabling it to spread from @muenputer to another and
leaving infections as it travels. A true virus carly spread from one computer
to another when its host is taken to the targetpraer. For instance, if a user
sent a virus over a network or carried it in a reaide storage medium (floppy
disk, compact disk (CD), digital video disk (DVDYr Universal Serial Bus

(USB) drive (Flash)), it increases the chancespoéading to other computers
by infecting files. Like a human virus, a compui@igomputer virus may exist
on your computer but it actually would not infeciy computer unless you run
or open the malicious program. At this point, itmgortant to note that a virus
cannot be spread without a human action such asngiman infected program
or file to keep it going. People unknowingly connthe spread of computer
virus by sharing infected files, removable storadevices and network

resources.

In order to replicate itself, a virus must be pétad to execute codes and write
to memory. For this reason, many viruses attachmsleéves to executable files
that may be part of the legitimate programs. If tiser attempts to run an
infected program, the virus code may be executedlsaneously. Viruses can
be divided into two types based on their behaviwben they are executed.

They are :-

(a) Non Resident Viruses:These are viruses that immediately search for the
hosts that can be infected, infects them and finatinsfers control to the
application program they infected. Hence they carthmught to have a finder
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module and a replication module. The finder modsileesponsible for finding
new files to infect. Foe each executable file timeldr module encounters, it

calls the replication module to infect that filethva copy of itself.

(b) Resident Viruses:These are viruses that do not search for hosts Wiey

are started. Instead, a resident virus loads itetdfthe memory on execution
and transfers control to the host program. The svistays active in the
background and infects new host when those files aacessed by other
programs or the operating system itself. Residémisgs therefore contain a
replication module similar to the one that is emypldb by non-resident viruses.
This module is not called by a finder module. Theis/ loads the replicating
module into the memory when is executed insteadeasdres that this module
is executed each time the operating system is ccdlleperform a certain
operation. The replication module can be called deample each time the
operating system executes a file. In this caseyihes infects every suitable

program that is executed on the computer.
3.2.2 Computer worms

A worm is similar to a virus by design. Worms aedf replicating computer
programs that use networks to send copies of ather nodes (computers on
networks) and may do so without intervention. Womspsead from computer
to computer but unlike the virus, it has the caligbto travel without any
human action. A worm takes advantage of a file mdormation transport

features on your system which is what allows tréwel unaided.

The biggest danger with a worm is its capabilityréplicate itself on your
system. So, rather than your computer searchingaaihgle worm, it would
send out hundreds or thousands of copies of itsekting a huge devastating
effect. One example would be for a worm to send@y ©f itself to everyone
listed in your e-mail address book. Then the woeplicates and sends itself
out to every address listed in each of the receiadress book and the

manifest continues. Due to the copying nature ofrms and its capability to
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travel across networks, the end result in mostasthat the worm consumes
too much system memory or network bandwidth causeigvork servers and
individual computers to stop responding. In recentm attacks such as the
much dreaded Blaster worm, the worm has been dadigmtunnel into your

system and allow malicious users to control youngoter from remote ends.

The main difference therefore between a computes\and computer worm is
that a virus is a set of computer programs thaich#s itself to programs or
files in other computers. The viruses are oftentspaf documents that are
transmitted as attachments. On the other hand,renwgsimilar to a virus but
is a self contained program that replicates andsparts itself from one

computer to another.
3.2.3 Trojan Horse

A Trojan horse is as much trickish as the mythalabiTrojan horse it was
named after. The Trojan horse is a destructive raragdisguised as a utility
or application program. At first glance, it will pgar to be useful software but
will actually do something devious to the computece installed or run on the
computer. Those on the receiving end of a Trojasédare usually tricked into
opening them because they appear to be receiviigmate software files
from legitimate sources. When a Trojan is activabedyour computer, the
results can vary. Some Trojans are designed to bee mnnoying than
malicious like changing your desktop, adding sabtive desktop icons or they
can cause serious ClTage by deleting files andagesy information on your
system. Trojans are also known to create backdogoar computer that gives
malicious users access to your system possiblywaltp confidential or
personal information to be compromised. Unlike s&sl and worms, Trojans

do not reproduce by infecting other files nor deytiself replicate.
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3.2.4 Logic Bombs

This infects computers memory but unlike a viitigloes not replicate itself.
A logic bomb delivers its instructions when triggerby specific conditions
such as when a particular date or time is reaclhedhen a combination of
letters is typed on a keyboard. A logic bomb hasahility to erase a hard disk

drive or delete certain files.
3.2.5 Computer Hackers:

These are people who illegally gain access to coenpsystems and often
violating privacy and tampering with or destroyingcords. Unfortunately
computer hackers are experts that are totally esgum in computer
technologies. In 1980s, with the advent of persarmhputers and dial up
computer networks, hackers acquired a pejoratimaatation often referring to
someone who secretively invades other people’s cteng inspecting and

tampering with the programs or data stored on them.

Furthermore, malicious hackers are increasinglyelbging powerful software,
crime tools such as virus generators, Internetshopping sniffers, password
guessers, vulnerability testers and computer seisaturators. For example, an
Internet eavesdropping sniffers intercepts Intermessages sent to other
computers. A password guesser tries millions of woation of characters in
an effort to guess a computers password. Vulnatybeisters look for software
weaknesses. These crime tools are also valuablgityetools for testing the
security of computers and networks. Some hackers bggond mere
programming and takes apart operating systems aogrgms to see what

makes them tick.
3.2.6 Blended Threats

A blended threat is a more sophisticated attacklibadles some of the worst
aspects of viruses, worms, Trojan horses and roaBgprogram codes into one

single threat. Blended threats can use server abernkt vulnerabilities
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3.2.7

(weaknesses) to initiate then transmit and alseagpan attack. Characteristics

of blended threats are

* They cause harm to the infected system or network
» They propagate using multiple methods
* Their attack could come from multiple points

* They exploit vulnerabilities

To be considered a blended threat, the attack woarichally serve to transport
multiple attacks in one payload. For example, iulda’t just launch a denial-
of —service (DoS) attack; it would also for examipistall a backdoor and may
even ClTage a local system in one shot. DoS isllagal attempt to put a
computer out of action by overloading it with ddt@m many sources
simultaneously. Additional blended threats are glesil to use multiple modes
of transport. So while a worm may travel througimads easily, a single
blended threat could use multiple routes includnagail, file sharing network,

etc

Lastly, rather than a specific attack on a predeitezd .exe file, a blended
threat could do multiple malicious acts like modify your files, Hypertext
Markup Language (HTML) files and registry keys hetsame time. This
means that it can basically cause ClTage withiresdvareas of your network
at the same tine. Blended threats therefore arsidemred to be the worst risk to

security. Most blended threats also require no luimrvention to propagate.
Hardware Failure/ Malicious ClTage

Computer components (hardware) are subject taréijust as any other
machine. The computer contains vital informatioat tbught to be preserved.
To ensure the sustenance of the component partghendchformation they
contain, one should be aware of the causes of faed¥ailure which could
come from power supply, destruction of computedhare (fire, flood, theft,
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etc), malicious ClTage, etc. Malicious ClTage aingocomponent parts can be
done by criminals who though are computer staff intend to defraud the
organization poses a major security threat. To avee this, appropriate
authorization, environmental security and backupsild/ aid in reducing this

threat.
3.3 Information Security Measures

Computers and the information they contain areno@iensidered confidential
systems because of its sensitivity. This confiddityi which can be
compromised in a variety of ways can be curbedgusirvariety of security

techniques. They include

3.3.1 Backup

Storing backup copies of software and data anéhgavackup computer and
communication capabilities are important basic gadeds because the data can
then be restored if it was altered or destroyed lbpmputer crime or accident.
This back up can equally be done on removable gtotsevices like floppy
disks, compact disks (CD), digital convergence qIBKD), USB flash, hard
disks, etc. Computer data should be backed up érgtyuand should be stored
nearby in secure locations in case of ClTage aptimary site. Transporting

sensitive data to storage locations should alsdobe securely.
3.3.2 Encryption

Another technique to protect confidential inforroati is  encryption.

Encryption is a process of converting messagesata itito a form that cannot
be read without decrypting or deciphering it. Thetrof the word encryption—
crypt—comes from the Greek workkyptos meaning “hidden” or “secret.”
The study and practice of encryption and decrypi®ralled the science of
cryptography. Scientists who study different wagsptotect and ensure the

confidentiality, integrity, and authenticity of wmrmation are called
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cryptologists. Cryptologists also engage in cryptgsis to find ways to break

encryption methods.

Encryption uses a step-by-step procedure calleagorithm to convert data or
the text of an original message, known as plaintexv cipher text, that is its
encrypted form. Cryptographic algorithms normallgquire a string of
characters called a key to encrypt or decrypt detase who possess the key
and the algorithm can encrypt the plaintext infuher text and then decrypt the
cipher text back into plaintext. Computer users saramble information to
prevent unauthorized users from accessing it. Aitad users can unscramble
the information when needed by using a secret catled a key. Without the
key the scrambled information would be impossible very difficult to
unscramble. A more complex form of encryption uses keys, called the
public key and the private key, and a system ofbt®lencryption. Each
participant possesses a secret, private key andbkckey that is known to
potential recipients. Both keys are used to enciypd matching keys are used
to decrypt the message. However, the advantage tbeesingle-key method
lies with the private keys, which are never shamed so cannot be intercepted.
The public key verifies that the sender is the whe transmitted it. The keys
are modified periodically, further hampering unawtked unscrambling and

making the encrypted information more difficultdecipher.

Cryptologists engage in  an unending competition toeate stronger
cryptographic techniques and to break them. Mangene cryptography
techniques are nearly unbreakable even with thet mowerful computers.
These systems produce cipher text that appears tarfdom characters. These
systems resist most existing methods for decipgeback into plaintext. The
many different types of new cryptosystems use Figiamplex mathematical
language and resist breaking even though cryptsi®gmay know the
techniques used in creating them. Three of the pmstilar cryptography
systems used are the Data Encryption Standard (DEE8jty Good Privacy
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(PGP), and the Rivest, Shamir, Adleman (RSA) syst@ES uses a single key
for both encrypting and decrypting. It was devetbpg International Business
Machines Corporation (IBM) and approved by the ®aitStates National
Institute of Standards and Technology in 1976. Rineest, Shamir, Adleman
(RSA) algorithm is a popular encryption method thaes two keys. It was
developed for general use in 1977 and was namedhiorthree computer
scientists—Ronald L. Rivest, Adi Shamir, and Leanakdleman—who
originated it. The RSA Data Security Company hasnbleighly successful in
licensing its algorithm for others to use. PGPrigacryption system that also
uses two keys. It is based on the RSA algorithn? R@s invented by software
developer Philip Zimmerman and is one of the mashmon cryptosystems
used on the Internet because it is effective, fed, simple to use. PGP is such
an effective encryption tool that the United Statgevernment sued
Zimmerman for releasing it to the public, allegitmgit making PGP available
to enemies of the United States would endangeomaitisecurity. The lawsuit
was dropped, but it is still illegal in some courdrto use PGP to communicate

with people in other countries.
3.3.3 Approved Users

Another technique to help prevent abuse and misfissomputer data is to
limit the use of computers and data files to apptopersons. Security software
can verify the identity of computer users and lithgir privileges to use, view,
and alter files. The software also securely recdhdsr actions to establish
accountability. Military organizations give accesgyhts to classified,

confidential, secret, or top-secret informationadmng to the corresponding
security clearance level of the user. Other tydegrganizations also classify

information and specify different degrees of pratet

3.3.4 Passwords
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These are confidential sequences of charactersaallost approved persons to
make use of specified computers, software, or mé&iion. To be effective,
passwords must be difficult to guess and shouldbeotound in dictionaries.
Effective passwords contain a variety of characterd symbols that are not
part of the alphabet. To thwart impostors, compsiatems usually limit the

number of attempts and restrict the time it takesriter the correct password.

A more secure method is to require possession a&d ali tamper-resistant
plastic cards with microprocessor chips, knownsasdrt cards,” which contain
a stored password that automatically changes afteln use. When a user logs
on, the computer reads the card's password, as asethnother password
entered by the user, and matches these two resglgcto an identical card
password generated by the computer and the usasswvprd stored in the
computer in encrypted form. Use of passwords andriscards' is beginning to
be reinforced by biometrics, identification methdtat use unique personal
characteristics, such as fingerprints, retinal gvatt, facial characteristics, or

voice recordings.
3.3.5 Firewalls

A firewall is a system that prevents unauthorizes® @nd access to your
computer. A firewall can be either hardware orwafe. Hardware firewalls
provide a strong degree of protection from mosin®iof attack coming from
the outside world and can be purchased as a stand-gproduct or in
broadband routers. Unfortunately, when battlingis&s, worms and Trojans, a
hardware firewall may be less effective than avsafé firewall, as it could
possibly ignore embedded worms in outgoing e-meaild see this as regular

network traffic.

For individual home users, the most popular firéwdldoice is a software
firewall. A good software firewall will protect yw computer from outside

attempts to control or gain access your computed asually provides
9



additional protection against the most common Tropograms or e-mail
worms. The downside to software firewalls is thHatyt will only protect the
computer they are installed on, not a networks important to remember that
on its own a firewall is not going to rid you of yiocomputer virus problems,
but when used in conjunction with regular operasggtem updates and a good
anti-virus scanning software, it will add some exgecurity and protection for
your computer or network. Computers connected taraanication networks,
such as the Internet, are particularly vulnerableléectronic attack because so
many people have access to them. These computetsecprotected by using
firewall computers or software placed between tagvorked computers and
the network. The firewall examines, filters, angads on all information
passing through the network to ensure its apprgréss. These functions help
prevent saturation of input capabilities that otise might deny usage to
legitimate users, and they ensure that informateeeived from an outside

source is expected and does not contain computeses.
3.3.6 Intrusion Detection Systems:

Security software called intrusion detection systemay be used in computers
to detect unusual and suspicious activity andoimes cases, stop a variety of
harmful actions by authorized or unauthorized pess@\buse and misuse of
sensitive system and application programs and daieh as password,

inventory, financial, engineering, and personnkglsfican be detected by these

systems.
3.3.7 Application Safeguards:

The most serious threats to the integrity and antitiey of computer

information come from those who have been entrustithl usage privileges
and yet commit computer fraud. For example, autledripersons may secretly
transfer money in financial networks, alter creditstories, sabotage

information, or commit bill payment or payroll frauModifying, removing, or
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misrepresenting existing data threatens the iriegand authenticity of
computer information. For example, omitting secsiah a bad credit history so
that only the good credit history remains violatss integrity of the document.
Entering false data to complete a fraudulent temef withdrawal of money
violates the authenticity of banking informatiorh€Be crimes can be prevented
by using a variety of techniques. One such tecliggchecksumming
Checksumming sums the numerically coded word césiteia file before and
after it is used. If the sums are different, thiea tile has been altered. Other
techniques include digital signatures, cyclic reshmcy checks, authenticating
the sources of messages, confirming transactiotisthose who initiate them,
segregating and limiting job assignments to makeeitessary for more than
one person to be involved in committing a crimeg &miting the amount of

money that can be transferred through a computer.
3.3.8 Disaster Recovery:

Organizations and businesses that rely on computszd to institute disaster
recovery plans that are periodically tested andragbed. This is because
computers and storage components such as diskettesrd disks are easy to
ClTage. A computer's memory can be erased or fodéh irrelevant
information, fire, or other forms of destructionnc&€ITage the computer’'s
hardware. Computers data and components shouldhdtelled in safe and
locked facilities.

4.0 CONCLUSION

Computer security is an important concept consttierethe usage of any
computer system either as a stand- alone computaraonetwork. It is critical

in almost all technology driven industry which opers on computer systems.
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5.0 SUMMARY

The topics covered in this unit ranges from themaohtary understanding of
what computer and information security is all abéoitthose factors that
constitutes a threats to computer and informatitored in it. We also

discussed in detail the measures to combat thesatsh
6.0 TUTOR MARKED ASSIGNMENT

1. What is computer security and why are portions i@fanizational
budgets spent on managing information.

2. The use of removable storage media in various ctenpuand
networks increases the chances of spreading thg vir
Differentiate between the resident and non residienses
Differentiate between a computer worm and the Tréjarse
What is a blended threat and why is it referredas the most
dangerous?

6. Briefly explain the three most popular cryptogragygtems
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